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Abstract

We consider nonisochronous, nearly integrable, a priori unstable Hamiltonian systems
(trigonometric polynomial) O(µ)-perturbation which does not preserve the unperturbed tori.
prove the existence of Arnold diffusion with diffusion timeTd = O((1/µ) ln(1/µ)) by a variational
method which does not require the existence of “transition chains of tori” provided by KAM th
We also prove that our estimate of the diffusion timeTd is optimal as a consequence of a gene
stability result derived from classical perturbation theory.
 2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.

Résumé

Nous considérons des systèmes hamiltoniens presque intégrables, non isochrones et
instables par une perturbation en O(µ) qui ne préserve pas tels quels les tores invariants du sys
non perturbé (et qui est un polynôme trigonométrique). Nous montrons l’existence de la dif
d’Arnold avec un temps de diffusionTd = O((1/µ) ln(1/µ)) par une méthode variationnelle q
n’impose pas de passer par des “chaînes de tores de transition” et par la théorie KAM. Nous m
aussi que notre estimation du temps de diffusionTd est optimale : c’est une conséquence d’un résu
général de stabilité qui provient de la théorie classique des perturbations.
 2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
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1. Introduction and main results
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Topological instability of action variables in multidimensional nearly integra
Hamiltonian systems is known as Arnold Diffusion. For autonomous Hamiltonian sys
with two degrees of freedom KAM theory generically implies topological stability of
action variables, i.e., under the flow of the perturbed system the action variable
close to their initial values for all times. On the contrary, for systems with more than
degrees of freedom, outside a large set of initial conditions provided by KAM theor
action variables may undergo a drift of order one in a very long, but finite time c
the “diffusion time”. Arnold first showed up this instability phenomenon for a pecu
Hamiltonian in the famous paper [2].

As suggested by normal form theory near simple resonances, the Hamiltonian m
which are usually studied have the formH(I,ϕ,p, q) = (I2

1/2) + ω · I2 + (p2/2) +
ε(cosq − 1) + εµf (I,ϕ,p, q) where ε and µ are small parameters,n := n1 + n2,
(I1, I2,p) ∈ Rn×R are the action variables and(ϕ, q)= (ϕ1, ϕ2, q) ∈ Tn×T are the angle
variables. In Arnold’s modelI1, I2 ∈ R, ω= 1,f (I,ϕ,p, q)= (cosq−1)(sinϕ1+cosϕ2)

and diffusion is proved forµ exponentially small w.r.t.
√
ε. Physically HamiltonianH

describes a system ofn1 “rotators” andn2 harmonic oscillators weakly coupled with
pendulum through a perturbation term.

The mechanism proposed in [2] to prove the existence of Arnold diffusion and ther
become classical, is the following one. Forµ = 0, the Hamiltonian system associat
to H admits a continuous family ofn-dimensional partially hyperbolic invariant to
TI = {ϕ ∈ Tn, (I1, I2) = I, q = p = 0} possessing stable and unstable manifo
Ws

0(TI ) = Wu
0 (TI ) = {ϕ ∈ Tn, (I1, I2) = I, (p2/2) + ε(cosq − 1) = 0}. The method

used in [2] to produce unstable orbits relies on the construction, forµ �= 0, of “ transition
chains” of perturbed partially hyperbolic toriT µ

I close toTI connected one to anoth
by heteroclinic orbits. Therefore in general the first step is to prove the persis
of such hyperbolic toriT µ

I for µ �= 0 small enough, and to show that the perturb
stable and unstable manifoldsWs

µ(T
µ
I ) and Wu

µ(T
µ
I ) split and intersect transversal

(“splitting problem”). The second step is to find a transition chain of perturbed tori:
is a difficult task since, for general nonisochronous systems, the surviving perturbe
T µ
I are separated by the gaps appearing in KAM constructions. Two perturbed inv

tori T µ
I and T µ

I ′ could be too distant one from the other, forbidding the existenc
a heteroclinic intersection betweenWu

µ(T
µ
I ) and Ws

µ(T
µ

I ′ ): this is the so-called “gap
problem”. In [2] this difficulty is bypassed by the peculiar choice of the perturba
f (I,ϕ,p, q) = (cosq − 1)f (ϕ), whose gradient vanishes on the unperturbed toriTI ,
leaving themall invariant also forµ �= 0. The final step is to prove, by a “shadowi
argument”, the existence of a true diffusion orbit, close to a given transition chain o
for which the action variablesI undergo a drift of O(1) in a certain timeTd called the
diffusion time.

The first paper proving Arnold diffusion in presence of perturbations not prese
the unperturbed tori has been [12]. Extending Arnold’s analysis, it is proved in [12]
if the perturbation is a trigonometric polynomial in the anglesϕ, then, in some region
of the phase space, the “density” of perturbed invariant tori is high enough to allo
construction of a transition chain.
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Regarding the shadowing problem, geometrical methods, see, e.g., [12–14,16], and
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variational ones, see, e.g., [9], have been applied, in the last years, in order to pro
existence of diffusion orbits shadowing a given transition chain of tori and to esti
the diffusion time. We also quote the important papers [7,8] which, even if de
with Arnold’s model perturbation only, have obtained, by variational methods, very
diffusion time estimates and have introduced new ideas for studying the shad
problem. For isochronous systems new variational results concerning the shadowi
the splitting problem have been obtained in [4–6].

In this paper we provide analternative mechanismto produce diffusion orbits. Thi
method is not based on the existence of a transition chain of tori: we avoid the
construction of the perturbed hyperbolic tori, proving directly the existence of a dr
orbit as a local minimum of an action functional. At the same time our variational app
achieves the optimal diffusion time. We also prove that our diffusion time estimate
optimal one as a consequence of a general stability result, proved via classical pertu
theory. As in [12] we deal with a perturbation which is a trigonometric polynomial in
angles and our diffusion orbits will not connect any two arbitrary frequencies of the a
space, even if we manage to connect more frequencies than in [12], proving the dr
in some regions of the phase space where transition chains might not exist. Clearl
perturbation is chosen as in Arnold’s example we can drift in all the phase space w
restriction. The results proved here have been announced in [3].

In this paper we will assume, as in Arnold’s paper, the parameterµ to be small enough
in order to validate the so-called Poincaré–Melnikov approximation, when the first-
expansion term inµ for the splitting, the so-called Poincaré–Melnikov function, is
dominant one. For this reason, through this paper we will fix the “Lyapunov expo
of the pendulumε := 1, considering the so-called “a priori unstable” case. Actually
variational shadowing technique is not restricted to the a priori unstable case, but
allow, in the same spirit of [4–6], once a “splitting condition” is someway proved, to
diffusion orbits with the best diffusion time (in terms of some measure of the splitting

We will consider nearly integrablenonisochronousHamiltonian systems defined by:

Hµ = I2

2
+ p2

2
+ (cosq − 1)+µf (I,ϕ,p, q, t), (1.1)

where(ϕ, q, t) ∈ Td × T1 × T1 are the angle variables,(I,p) ∈ Rd × R1 are the action
variables andµ � 0 is a small real parameter. The Hamiltonian system associated witHµ

writes

ϕ̇ = I +µ∂If, İ =−µ∂ϕf, q̇ = p+µ∂pf, ṗ = sinq −µ∂qf. (Sµ)

The perturbationf is assumed to be a real trigonometric polynomial of orderN in ϕ

andt , namely:1

1 f̄n,l(I,p,q) = f−n,−l (I,p,q) for all (n, l) ∈ Zd × Z with |(n, l)| � N where z̄ denotes the comple
conjugate ofz ∈ C.
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f (I,ϕ,p, q, t)=
∑

fn,l (I,p, q)ei(n·ϕ+lt ). (1.2)
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The unperturbed Hamiltonian system(S0) is completely integrable and in particular t
energyI2

i /2 of each rotator is a constant of the motion. The problem ofArnold diffusion
in this context is whether, forµ �= 0, there exist motions whose net effect is to trans
O(1)-energy among the rotators. A natural complementary question regards the t
stability (or instability) for the perturbed system: what is the minimal time to produc
O(1)-exchange of energy, if any takes place, among the rotators?

For simplicity, even if it is not really necessary, we assumef to be a purely spatia
perturbation, namelyf (ϕ, q, t) =∑

0�|(n,l)|�N fn,l (q)exp(i(n · ϕ + lt)). The functions
fn,l are assumed to be smooth.

Let us define the “resonant web”DN , formed by the frequenciesω “resonant with the
perturbation”:

DN := {ω ∈ Rd
∣∣ ∃(n, l) ∈ Zd+1 s.t. 0< |(n, l)| � N andω · n+ l = 0

}
=

⋃
0<|(n,l)|�N

En,l, (1.3)

whereEn,l := {ω ∈ Rd | ω · n + l = 0}. Let us also consider the Poincaré–Melnik
primitive:

Γ (ω, θ0, ϕ0) := −
∫
R

[
f (ωt + ϕ0, q0(t), t + θ0)− f (ωt + ϕ0,0, t + θ0)

]
dt,

where q0(t) = 4 arctan(expt) is the separatrix of the unperturbed pendulum equa
q̈ = sinq satisfyingq0(0)= π .

The next theorem states that, for any connected componentC ⊂Dc
N , ωI ,ωF ∈ C, there

exists a solution of(Sµ) connecting a O(µ)-neighborhood ofωI in the action space to
O(µ)-neighborhood ofωF , in the time-intervalTd = O((1/µ)| lnµ|).

Theorem 1.1.Let C be a connected component ofDc
N , ωI ,ωF ∈ C and letγ : [0,L]→ C

be a smooth embedding such thatγ (0) = ωI and γ (L) = ωF . Assume that, for al
ω := γ (s) (s ∈ [0,L]), Γ (ω, · , ·) possesses a nondegenerate local minimum(θω

0 , ϕω
0 ).

Then∀η > 0 there existsµ0 = µ0(γ, η) > 0 andC = C(γ ) > 0 such that∀0 < µ � µ0
there exists a solution(Iµ(t), ϕµ(t),pµ(t), qµ(t)) of (Sµ) and two instantsτ1 < τ2 such
that Iµ(τ1)= ωI + O(µ), Iµ(τ2)= ωF + O(µ) and

|τ2 − τ1|� C

µ
| lnµ|. (1.4)

Moreoverdist(Iµ(t), γ ([0,L])) < η for all τ1 � t � τ2.
In addition, the above result still holds for any perturbationµ(f +µf̃ ) with any smooth

f̃ (ϕ, q, t).
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We can also build diffusion orbits approaching the boundaries ofDN at distances as
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small as a certain power ofµ: see for a precise statement Theorem 6.1.
Theorem 1.1 improves the corresponding result in [12] which enables to co

two frequenciesωI andωF belonging to the same connected componentC ⊂ Dc
N1

for
N1 = 14dN and with dist{{ωI ,ωF },DN1} = O(1). Such restrictions of [12] in connectin
the action space through diffusion orbits arise because transition chains could not e
all C ⊂ Dc

N (see Remark 2.2). Unlikely our method enables to show up Arnold diffu
between any two frequenciesωI ,ωF ∈ C ⊂ Dc

N and along any path, since it does n
require the existence of chains of true hyperbolic tori of (Sµ).

Theorem 1.1 also improves the known estimates on the diffusion time. The
estimate obtained by geometrical method in [12], isTd = O(exp(1/µ2)). In [13,14,16],
still by geometrical methods, and in [9], by means of Mather’s theory, the diffusion
has been proved to be just polynomially long in the splittingµ (the splitting angles
between the perturbed stable and unstable manifoldsWs,u

µ (T µ
ω ) at a homoclinic point

are, by classical Poincaré–Melnikov theory, O(µ)). We note that the variational metho
proposed by Bessi in [7] had already given, in the case of perturbations preserving
unperturbed tori, the diffusion time estimateTd = O(1/µ2). For isochronous systems th
estimate on the diffusion timeTd = O((1/µ)| lnµ|) has already been obtained in [4,
Very recently, in [14], the diffusion time (in the nonisochronous case) has been esti
asTd = O((1/µ)| lnµ|) by a method which uses “hyperbolic periodic orbits”; howe
the result of [14] is of local nature: the previous estimate holds only for diffusion o
shadowing a transition chain close to some torus run with Diophantine flow.

We add that in [15] it was already conjectured that the optimal diffusion time in
a priori unstable case should beTd = O((1/µ)| lnµ|).

Our next statement (a stability result) concludes this quest for the minimal diffu
timeTd : it shows the optimality of our estimateTd = O((1/µ)| lnµ|).
Theorem 1.2.Let f (I,ϕ,p, q, t) be as in(1.2), where thefn,l (|(n, l)| � N) are analytic
functions. Then∀κ, r̄, r̃ > 0 there existµ1, κ0 > 0 such that∀0<µ � µ1, for any solution
(I (t), ϕ(t),p(t), q(t)) of (Sµ) with |I (0)|� r̄ and|p(0)|� r̃ , there results

∣∣I (t)− I (0)
∣∣� κ ∀t such that|t| � κ0

µ
ln

1

µ
. (1.5)

Actually the proof of Theorem 1.2 contains much more information: in particula
stability time (1.5) is sharp only for orbits lying close to the separatrices. On the other
the orbits lying far away from the separatrices are much more stable, namely expone
stable in time according to Nekhoroshev type time estimates, see (7.4) and (7.11).
the diffusion orbit of Theorem 1.1 is found close to some pseudo-diffusion orbit w
(q,p) variables move along the separatrices of the pendulum.

As a byproduct of the techniques developed in this paper we have the following
(proved in Section 6) concerning “Arnold’s example” [2] where

Tω := {I = ω, ϕ ∈ Td , p= q = 0}
are, for allω ∈ Rd , even forµ �= 0, invariant tori of(Sµ).
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Theorem 1.3. Let f (ϕ, q, t) := (1 − cosq)f̃ (ϕ, t). Assume that for some smooth
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embeddingγ : [0,L] → R , with γ (0) = ωI and γ (L) = ωF , ∀ω := γ (s) (s ∈ [0,L]),
Γ (ω, · , ·) possesses a nondegenerate local minimum(θω

0 , ϕω
0 ). Then∀η > 0 there exists

µ0 = µ0(γ, η) > 0, andC = C(γ ) > 0 such that∀0< µ � µ0 there exists a heteroclini
orbit (η-close toγ ) connecting the invariant toriTωI andTωF . Moreover the diffusion tim
Td needed to go from aµ-neighborhood ofTωI to aµ-neighborhood ofTωF is bounded by
(C/µ)| lnµ| for some constantC.

The method of proof of Theorem 1.1 (and Theorem 1.3) relies on a finite-dimens
reduction of Lyapunov–Schmidt type, variational in nature, introduced in [1] and
extended in [4–6] to the problem of Arnold diffusion. The diffusion orbit of Theorem
is found as a local minimum of the action functional close to some pseudo-diffusion
whose(p, q) variables move along the separatrices of the pendulum. The pseudo-dif
orbits, constructed by the Implicit Function Theorem, are true solutions of(Sµ) except
possibly at some instantsθi , for i = 1, . . . , k, when they are glued continuously at t
section{q = π, mod 2πZ} but the speeds(ϕ̇µ(θi), q̇µ(θi)) = (Iµ(θi),pµ(θi)) may have
a jump. The time intervalTs = θi+1 − θi is heuristically the time required to perfor
a single transition during which the rotators can exchange O(µ)-energy, i.e., the actio
variables vary of O(µ). During each transition we can exchange only O(µ)-energy becaus
the Melnikov contribution in the perturbed functional is O(µ). Hence in order to exchang
O(1) energy the number of transitions required will bek = O(1/µ).

We underline that the question of finding the optimal time and the mechanism for w
we can avoid the construction of transition chains of tori are deeply connected. Inde
main reason for which our drifting technique avoids the construction of KAM tori is
following one: if the time to perform a simple transitionTs is, say, justTs = O(| lnµ|)
then, on such “short” time intervals, it is valid to approximate the pseudo diffusion o
with unperturbed solutions living on the stable and unstable manifolds of the unper
tori Ws(Tω)=Wu(Tω)= {I = ω, ϕ ∈ Td , p2/2+ (cosq − 1)= 0}, when computing the
value of the action functional. In this way we do not need to construct the true hype
tori T µ

ω (actually for our approximation we only need the time for a single transition t
Ts � 1/µ).

The fact that it is possible to perform a single transition in a very short time int
like Ts = O(| lnµ|) is not obvious at all. In [7] the time to perform a single transition
the example of Arnold, is O(1/µ). This transition time arises in order to ensure that
variations of the kinetic part of the action functional associated with the rotators are
compared with the (positive definite) second derivative of the Poincaré–Melnikov prim
at its minimum point. Unfortunately this time is too long to use a simple approximatio
the functional. The key observation that enables us to perform a single transition in
short time interval concerns the behavior of the “gradient flow” of the unperturbed a
functional of the rotators. This implies a sort of a priori estimate satisfied by the min
diffusion orbits, see Remark 6.1. We think that estimate (6.18) is interesting in itself. I
way we can show that the variations of the action of the rotators are small enough
on time intervalsTs � 1/µ, and do not “destroy” the minimum of the Poincaré–Melnik
primitive.
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short time intervals we encounter another difficulty linked with the ergodization time
time to perform a single transitionTs must be long enough to settle, at each instantθi , the
projection(θi, ϕi) of the pseudo-orbit on the torusTd+1 sufficiently close to the minimum
of the Poincaré–Melnikov function, i.e., the homoclinic point (in our method it is suffic
to arrive just O(1)-close, independently ofµ, to the homoclinic point). This necessa
request creates some difficulty since our pseudo-diffusion orbit may arrive O(µ)-close in
the action space to resonant hyperplanes of frequencies whose linear flow does not
a dense enough net of the torus. The way in which this problem is overcome is discu
Section 5: we observe a phenomenon of “stabilization close to resonances” which
the time for some single transitions to increase. Anyway the total time required to
these (finite number of) resonances is stillTd = O((1/µ) ln(1/µ)), see (5.13) and the proo
of Theorem 1.1. This discussion enables us to prove optimal fast-Arnold diffusion in
regions of the phase space and allows to improve the local diffusion results of [14].

We need therefore some results on the ergodization time of the torus for linear
possibly resonant but only at a “sufficiently high order”. We present these resu
Section 4. We point out that the main result of this section, Theorem 4.2, impli
corollaries Theorems B and D of [11], see Remark 4.1. It is of independent intere
could possibly improve the other results of [11].

This work is a further step of a research line, started in [4–6], for finding
mechanisms to prove Arnold diffusion. We expect that the variational method deve
in this paper could be suitably refined in order to prove the existence of drifting orb
the whole action space and then to prove such results for generic analytic perturb
too. Another possible application of these methods could regard infinite-dimen
Hamiltonian systems where the existence of “transition chains of infinite-dimens
hyperbolic tori” is quite far from being proved.

The paper is organized as follows: in Section 2 we perform the finite-dimens
reduction and we define the variational setting. In Section 3 we provide a su
development of the reduced action functional. In Section 4 we prove the new resu
the ergodization time. In Section 5 we define the unperturbed pseudo-orbit. In Sec
we prove the existence of the diffusion orbit. In Section 7 we prove the stability resul
is to say the optimality of our diffusion time.

Notations.Through this paper the notationa(z1, . . . , zk)= O(b(µ)) will mean that, for a
suitable positive constantC(γ,f ) > 0, |a(z1, . . . , zp)|� C(γ,f )|b(µ)|.

2. The variational setting and the finite-dimensional reduction

When the perturbationf (ϕ, q, t) = ∑
|(n,l)|�N fn,l(q)exp(i(n · ϕ + lt)) is purely

spatial,2 system(Sµ) reduces to the second-order system

2 We will develop all the computations forf . All the next arguments remain unchanged if the perturbatio
f +µf̃ , see the proof of Theorem 1.1.
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ϕ̈ =−µ ∂ϕf (ϕ, q, t), −q̈ + sinq = µ ∂qf (ϕ, q, t) (2.1)

r the
le
f

ain

t

with associated Lagrangian

Lµ(ϕ, ϕ̇, q, q̇, t)= ϕ̇2

2
+ q̇2

2
+ (1− cosq)−µf (ϕ,q, t). (2.2)

Using the Contraction Mapping Theorem we will prove in Lemma 2.1 that, nea
unperturbed solutions(ω(t − θ) + ϕ0, q0(t − θ)) living on the stable and unstab
manifolds of the unperturbed toriTω, there exist, forµ small enough, solutions o
the perturbed system (2.1) which connect the sections{ϕ = ϕ+, q = −π, t = θ+} and
{ϕ = ϕ−, q = π, t = θ−} (under some assumptions). The diffusion orbit will be a ch
of such connecting orbits.

We first introduce a few definitions and notations. Forλ := (θ+, θ−, ϕ+, ϕ−) ∈
R2 × R2d with θ+ < θ− we defineTλ := θ− − θ+ and the “mean frequency”ωλ ∈ Rd as
ωλ := (ϕ− − ϕ+)/(θ− − θ+). The “small denominator” of a frequencyω ∈ Rd is defined
by:

β(ω) := βN(ω) := min
0<|(n,l)|�N

|n · ω+ l|. (2.3)

β(ω) measures how close the frequencyω lies to the resonant webDN defined in (1.3).
We use the abbreviationβλ for β(ωλ). We shall always assume through this paper thaω

stays in a fixed bounded set containing the curveγ .
For T large enough, there exists a uniqueT -periodic solutionQT of the pendulum

equation, of small positive energy withQT (0)=−π , QT (T )= π . MoreoverQT satisfies
∀t ∈ [0, T /2)∪ (T /2, T ],∣∣∂TQT (t)

∣∣� K1e−K2(T−t ),
∣∣∂T (QT (T − ·))(t)∣∣� K1 e−K2(T−t )

and ∣∣QT (t)− q∞(t)
∣∣+ ∣∣Q̇T (t)− q̇∞(t)

∣∣� K1e−K2T ,∣∣Q̇T (t)
∣∣� K1 max

{
e−K2t ,e−K2(T−t )

}
, (2.4)

for some positive constantsK1 andK2, whereq∞ is defined by:

q∞(t)= q0(t)− 2π if t ∈ [0, T /2), q∞(t)= q0(t − T ) if t ∈ (T /2, T ].

Lemma 2.1.There existsµ2 > 0 and constantsC0,C1, c̄, c1 > 0 such that∀0< µ � µ2,
∀λ = (θ+, θ−, ϕ+, ϕ−) such thatC0β

2
λ > µ and C1| lnµ| � Tλ � C0βλ/µ there exists

a unique solution(ϕµ(t), qµ(t)) := (ϕµ,λ(t), qµ,λ(t)) of (2.1), defined fort ∈ (θ+ − 1,
θ− + 1), satisfyingϕµ(θ

±)= ϕ±, qµ(θ±)=∓π and

(i)
∣∣ϕµ(t)− ϕ(t)

∣∣� c̄µ
(
1+ c1µT 2

λ

)
/β2

λ,
∣∣ϕ̇µ(t)−ω

∣∣� c̄µ/βλ,

(ii)
∣∣qµ(t)−QTλ(t − θ+)

∣∣� c̄µ,
∣∣q̇µ(t)− Q̇Tλ(t − θ+)

∣∣� c̄µ,
(2.5)
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whereϕ(t) := ωλ(t − θ+) + ϕ+. Moreoverϕµ,λ(t), ϕ̇µ,λ(t), qµ,λ(t) and q̇µ,λ(t) are C1

of

h
e

rative
the
functions of(t, λ).

The proof of Lemma 2.1 is given in Appendix A.

Remark 2.1.Roughly, the meaning of the above estimates is the following:

(1) We have imposedC1| lnµ| < Tλ := θ− − θ+ so that by (2.4), on such intervals
time, the periodic solutionQTλ is O(µ) close to “separatrices”q∞ of the unperturbed
pendulum.

(2) Estimate (ii) implies that fort ≈ (θ+ + θ−)/2 the perturbed solutionqµ may have
O(µ) oscillations around the unstable equilibrium of the pendulumq = 0, mod 2π ,
which is exactly what one expects perturbing with a generalf . On the contrary for the
class of perturbations considered in [2] asf (ϕ, q, t)= (1− cosq)f (ϕ, t) preserving
all the invariant tori, estimate (ii) can be improved, getting max{|qµ(t)−QTλ(t−θ+)|,
|q̇µ(t)− Q̇Tλ(t − θ+)|} = O(µmax{exp(−C|t − θ+|),exp(−C|t − θ−|)}).

(3) Forβλ ≈√
µ estimate (i) becomes meaningless: for a mean frequencyωλ such that

n · ωλ + l ≈√
µ for some 0< |(n, l)| � N the perturbed transition orbitsϕµ are no

more well-approximated by the straight linesϕ(t) := ϕ+ +ωλ(t − θ+).

Remark 2.2. Let us defineDβ
N := {ω ∈ Rd | |ω · n + l| > β, ∀0 < |(n, l)| � N}. In

[12] it is proved that hyperbolic invariant toriT µ
ω of system (Sµ) exist for Diophantine

frequenciesω ∈Dβ1
N1

, for someβ1 = O(1) and someN1 = O(dN) > N , namely avoiding
more “resonances with the trigonometric polynomialf ” than justN . The presence of suc
“resonant hyperplanesEn,l ” for N < |(n, l)|< N1 may be reflected in estimate (i) by th
termµT 2

λ . However such term, for our purposes, can be ignored.
From this point of view Lemma 2.1 could perhaps be interpreted as the first ite

step for looking at invariant hyperbolic tori in the perturbed system bifurcating from
unperturbed ones.

By Lemma 2.1, for 0<µ � µ2, we can define on the set

Λµ :=
{
λ= (θ+, θ−, ϕ+, ϕ−)

∣∣∣ C0β
2
λ > µ, C1| lnµ|� Tλ � C0βλ

µ

}
,

the Lagrangian action functionalGµ :Λµ → R as

Gµ(λ)=Gµ(θ
+, θ−, ϕ+, ϕ−) :=

θ−∫
θ+

Lµ

(
ϕµ(t), ϕ̇µ(t), qµ(t), q̇µ(t), t

)
dt . (2.6)

We have:

Lemma 2.2.Gµ is differentiable and(with the abbreviationsϕ,q for ϕµ,qµ)
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∇ϕ+Gµ(λ)=−ϕ̇(θ+),
∂θ+Gµ(λ)= 1

2

∣∣ϕ̇(θ+)∣∣2 + 1

2
q̇2(θ+)+ cosq(θ+)− 1+µf (ϕ+,π, θ+),

∇ϕ−Gµ(λ)= ϕ̇(θ−),

∂θ−Gµ(λ)=−
(

1

2

∣∣ϕ̇(θ−)∣∣2 + 1

2
q̇2(θ−)+ cosq(θ−)− 1+µf (ϕ−,π, θ−)

)
.

Proof. By Lemma 2.1 the map(λ, t)  → (ϕµ,λ(t), ϕ̇µ,λ(t), qµ,λ(t), q̇µ,λ(t)) is C1 on the
set{(λ, t) ∈ Λµ ×R | θ+ � t � θ−}. HenceGµ is differentiable and

∂θ+Gµ(λ)=−Lµ

(
ϕ+, ϕ̇(θ+),−π, q̇(θ+), θ+

)+ θ−∫
θ+

ϕ̇(s) · ∂θ+ ϕ̇(s)+ q̇(s)∂θ+ q̇(s)ds

+
θ−∫

θ+
sinq(s)∂θ+q(s)−µ∂ϕf

(
ϕ(s), q(s), s

) · ∂θ+ϕ(s)
−µ∂qf

(
ϕ(s), q(s), s

)
∂θ+q(s)ds.

Integrating by parts and using that(qµ,λ, ϕµ,λ) satisfies (2.1) in(θ+, θ−), we obtain:

∂θ+Gµ(λ)=−Lµ

(
ϕ+, ϕ̇(θ+),−π, q̇(θ+), θ+

)+ [q̇(s)∂θ+q(s)+ ϕ̇(s) · ∂θ+ϕ(s)
]θ−
θ+ .

Now qµ,λ(θ
+) = −π for all λ henceq̇(θ+)+ ∂θ+q(θ

+) = 0. Similarly we getϕ̇(θ+)+
∂θ+ϕ(θ

+)= 0, ∂θ+q(θ
−)= 0, ∂θ+ϕ(θ

−)= 0. As a consequence

∂θ+Gµ(λ)= 1

2
|ϕ̇|2(θ+)+ 1

2
q̇2(θ+)+ (cosq(θ+)− 1

)+µf (ϕ+,π, θ+).

The other partial derivatives are computed in the same way.✷
Forβ > 0 fixed, denotingλi = (θi, θi+1, ϕi, ϕi+1), we define on the set:

Λµ,k :=Λ
β
µ,k

:= {λ= (θ1, . . . , θk, ϕ1, . . . , ϕk) ∈ Rk ×Rkd
∣∣ ∀1 � i � k − 1, λi ∈Λµ, βλi � β

}
,

the reduced action functionalFµ :Λµ,k → R as

Fµ(λ)= ωIϕ1 − |ωI |2
2

θ1 +µΓ u(ωI , θ1, ϕ1)+µF(ωI , θ1, ϕ1)+
k−1∑
i=1

Gµ(λi)

−ωFϕk + |ωF |2
2

θk +µΓ s(ωF , θk, ϕk)−µF(ωF , θk, ϕk),
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where

e

ns

ons
ns of
Γ u(ω, θ0, ϕ0) :=−
0∫

−∞

[
f
(
ωt + ϕ0, q0(t), t + θ0)− f (ωt + ϕ0,0, t + θ0)

)]
dt, (2.7)

Γ s(ω, θ0, ϕ0) := −
+∞∫
0

[
f
(
ωt + ϕ0, q0(t), t + θ0)− f (ωt + ϕ0,0, t + θ0)

)]
dt, (2.8)

are called respectively the unstable and the stable Poincaré–Melnikov primitive, and

F(ω, θ0, ϕ0) := −f0,0θ0 −
∑

0<|(n,l)|�N

fn,l
ei(n·ϕ0+lθ0)

i(n ·ω+ l)
, (2.9)

fn,l := fn,l(0) being the Fourier coefficients off (ϕ,0, t).
Critical points of the “reduced action functional”Fµ give rise to diffusion orbits whos

action variablesI go from a small neighborhood ofωI to a small neighborhood ofωF , as
stated in Lemma 2.3 below. The “boundary terms”

ωIϕ1 − |ωI |2
2

θ1 +µΓ u(ωI , θ1, ϕ1)+µF(ωI , θ1, ϕ1)

and

−ωFϕk + |ωF |2
2

θk +µΓ s(ωF , θk, ϕk)−µF(ωF , θk, ϕk)

have been added also to enable us to find critical points ofFµ w.r.t. all the variables
(includingθ1, ϕ1, θk, ϕk).

More precisely, forλ = (θ,ϕ) ∈ Λµ,k we define the pseudo diffusion solutio
(ϕµ,λ, qµ,λ) on the interval[θ1, θk] by(

ϕµ,λ(t), qµ,λ(t)
) := (ϕµ,λi (t), qµ,λi (t)+ 2π(i − 1)

)
for t ∈ [θi, θi+1],

where (ϕµ,λi (t), qµ,λi (t)) are given by Lemma 2.1. The pseudo diffusion soluti
(ϕµ,λ, qµ,λ) are then continuous functions which are true solutions of the equatio
motion (2.1) on each interval(θi, θi+1), but the time derivatives(ϕ̇µ,λ, q̇µ,λ) may undergo
a jump at timeθi . We have

Lemma 2.3. If λ̃ = (θ̃ , ϕ̃) ∈ Λµ,k is a critical point ofFµ, then (ϕµ,λ̃(t), qµ,λ̃(t)) is a

solution of (2.1) in the time interval(θ̃1, θ̃k). Moreoverϕ̇µ(θ̃1) = ωI + O(µ), ϕ̇µ(θ̃k) =
ωF + O(µ), i.e., (ϕµ,λ̃, qµ,λ̃) is a diffusion orbit betweenωI andωF with diffusion time

Td = |θ̃k − θ̃1|.
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Proof. By Lemma 2.2 if∇ϕiFµ(λ̃) = 0, then for 2� i � k − 1, ϕ̇µ,λ̃(θ̃
−
i ) = ϕ̇µ,λ̃(θ̃

+
i )

ional

n
al
critical

tions
and ϕ̇µ,λ̃(θ̃1) = ωI + O(µ), ϕ̇µ,λ̃(θ̃k) = ωF + O(µ). Moreover, if ∇ϕiFµ(λ̃) = 0 and

∂θiFµ(λ̃) = 0 then (for 2� i � k − 2), q̇2
µ,λ̃

(θ̃+i ) = q̇2
µ,λ̃

(θ̃−i ). Now, by Lemma 2.1

and (2.4), q̇µ,λ̃(θ̃
±
i ) = q̇0(0) + O(µ). Hence q̇µ,λ̃(θ̃

+
i ) = q̇µ,λ̃(θ̃

−
i ) and the proof is

complete. ✷

3. The approximation of the reduced functional

In order to prove the existence of critical points of the reduced action funct
Fµ thanks to the properties of the Poincaré–Melnikov primitivesΓ (ω, · , ·) we need an
appropriate expression ofFµ, see Lemma 3.5. We shall expressFµ as the sum of a functio
whose definition contains theΓ (ω, · , ·) (for which we can prove the existence of critic
points) and of a remainder whose derivatives are so small that it cannot destroy the
points of the first function.

The first lemma gives an approximation ofGµ (defined in (2.6)).

Lemma 3.1.For 0<µ � µ3, for λ ∈Λµ we have:

Gµ(λ)= 1

2

|ϕ− − ϕ+|2
(θ− − θ+)

+µΓ s(ωλ, θ
+, ϕ+)+µΓ u(ωλ, θ

−, ϕ−)

−µ

θ−∫
θ+

f (ϕ(t),0, t)dt +R0(µ,λ), (3.1)

where

∇λR0(µ,λ)= O

(
µ2(1+µT 2

λ )

β2
λ

Tλ

)
. (3.2)

Proof. By Lemma 2.1, we can write

ϕµ,λ(t)= ϕ(t)+ vµ,λ(t), qµ,λ(t)=QTλ(t − θ+)+wµ,λ(t),

where

vµ,λ(θ
+)= vµ,λ(θ

−)= 0, ‖v̇µ,λ‖L∞(θ+,θ−) = O(µ/βλ),

‖vµ,λ‖L∞(θ+,θ−) = O
((
µ/β2

λ

)(
1+µT 2

λ

))
and wµ,λ(θ

+)=wµ,λ(θ
−)= 0,

‖ẇµ,λ‖L∞(θ+,θ−) + ‖wµ,λ‖L∞(θ+,θ−) = O(µ).

In the following, in order to avoid cumbersome notation, we shall use the abbrevia
v,w,Q for vµ,λ,wµ,λ,QTλ(· − θ+), the dependency w.r.t.λ andµ being implicit. We
have:
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θ−∫
1∣∣ ˙ ∣∣2 ˙ 1∣∣ ∣∣2 1 ˙ 2 ˙ 1 2
Gµ(λ)=

θ+
2

ϕ(t) + ϕ(t) · v̇(t)+
2

v̇(t) +
2
Q (t)+Q(t)ẇ(t)+

2
ẇ (t)

+
θ−∫

θ+

[
1− cos

(
Q(t)+w(t)

)]−µf
(
ϕ(t)+ v(t),Q(t)+w(t), t

)
dt .

Now sincev(θ+)= v(θ−)= 0 andw(θ+)=w(θ−)= 0,

θ−∫
θ+

ϕ̇(t) · v̇(t)dt =
θ−∫

θ+
ωλ · v̇(t)dt = 0

and

θ−∫
θ+

Q̇(t)ẇ(t)dt =
θ−∫

θ+
−Q̈(t)w(t)dt =

θ−∫
θ+

−(sinQ(t)
)
w(t)dt .

As a result,Gµ(λ)=G0
µ(λ)+R1(λ), where

G0
µ(λ)=

θ−∫
θ+

1

2
|ϕ̇|2 + 1

2
Q̇2 + (1− cosQ)−µf (ϕ,Q, t),

R1(λ)=
θ−∫

θ+

1

2
|v̇|2 + 1

2
ẇ2 + (cosQ− cos(Q+w)−w sinQ

)
−µf (ϕ + v,Q+w, t)+µf (ϕ,Q, t).

We shall first prove that|∇R1| = O(µ2(1+µT 2
λ )Tλ/β

2
λ). We have∂θ+R1 = r1+ r2+ r3+

r4 + r5 + r6, where

r1 :=
θ−∫

θ+
v̇ · d

dt
(∂θ+v)−µ∂ϕf (ϕ + v,Q+w, t) · (∂θ+v),

r2 :=
θ−∫

θ+
ẇ

d

dt
(∂θ+w)+ [sin(Q+w)− sinQ−µ∂qf (ϕ + v,Q+w, t)

]
(∂θ+w),
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θ−∫ ( )

t

r

r3 :=
θ+

−sinQ+ sin(Q+w)−w cosQ ∂θ+Q,

r4 := µ

θ−∫
θ+

[
∂ϕf (ϕ,Q, t)− ∂ϕf (ϕ + v,Q+w, t)

] · ∂θ+ϕ,

r5 := µ

θ−∫
θ+

[
∂qf (ϕ,Q, t)− ∂qf (ϕ + v,Q+w, t)

]
∂θ+Q,

r6 := −1

2

∣∣v̇(θ+)∣∣2 − 1

2
ẇ(θ+)2.

Now v andw satisfy{−v̈(t)= µ∂ϕf
(
ϕ(t)+ v(t),Q(t)+w(t), t

)
,

−ẅ(t)+ sin
(
Q(t)+w(t)

)= µ∂qf
(
ϕ(t)+ v(t),Q(t)+w(t), t

)+ sinQ(t).

Moreover, deriving w.r.t.θ+ the equalityv(θ+)= 0 we obtain that(∂θ+v)(θ
+)=−v̇(θ+).

Similarly (∂θ+w)(θ+) = −ẇ(θ+), (∂θ+v)(θ
−) = 0 and (∂θ+w)(θ−) = 0. Therefore an

integration by parts givesr1 = |v̇(θ+)|2, r2 = ẇ(θ+)2 hence|r1| + |r2| = O(µ2/β2).
By the properties ofQT , ∂θ+Q is bounded in the interval[θ+, θ−] by a constan

independent ofλ. Moreover−sinQ(t)+ sin(Q(t) +w(t))−w(t)cosQ(t) = O(w(t)2).
Thereforer3 = O(µ2T ).

We have also, for some positive constantc,

|r4| + |r5|� cµT
[

sup
t∈[θ+,θ−]

∣∣∂θ+Q(t)
∣∣+ ∣∣∂θ+ϕ(t)∣∣][ sup

t∈[θ+,θ−]
(∣∣v(t)∣∣+ ∣∣w(t)

∣∣)].
Since ∂θ+ϕ is bounded independently ofλ, we have by Lemma 2.1|r4| + |r5| =
O(µ2(1+µT 2

λ )Tλ/β
2
λ). Still by Lemma 2.1,r6 = O(µ2/β2). The estimate of the othe

derivatives ofR1 is obtained in the same way.
We now developG0

µ(λ) as

G0
µ(λ)=

1

2

|ϕ− − ϕ+|2
(θ− − θ+)

+µΓ s(ωλ, θ
+, ϕ+)+µΓ u(ωλ, θ

−, ϕ−)

−µ

θ−∫
θ+

f (ϕ(t),0, t)dt +R2(λ)+R3(λ),

where
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θ−∫
1 ˙ 2 ( ) Tλ∫

1 ˙ 2 ( )

R2(λ)=

θ+
2
Q (t)+ 1− cosQ(t) dt =

0
2
QTλ

(t)+ 1− cosQTλ(t) dt, (3.3)

R3(λ)=
θ−∫

θ+
−µ

[(
f
(
ϕ(t),Q(t), t

)− f
(
ϕ(t),0, t

)]
dt −µΓ s(ωλ, θ

+, ϕ+)

−µΓ u(ωλ, θ
−, ϕ−).

There remains to prove estimate (3.2) for∇R2 and ∇R3. By (3.3) ∂ϕ±R2 = 0 and
∂θ+R2(λ) = −∂θ−R2(λ) is the energy of theTλ-periodic solutionQTλ of the pendulum
equation. Now this energy is O(e−c2Tλ). Hence (providedC1 is large enough)|∇R2(λ)| =
O(µ2).

In order to estimate the derivatives ofR3, let us defineg(ϕ, q, t) := f (ϕ, q, t) −
f (ϕ,0, t). We have

R3(λ)=
θ−∫

θ+
−µg

(
ϕ(t),Q(t), t

)
dt −µΓ s(ωλ, θ

+, ϕ+)−µΓ u(ωλ, θ
−, ϕ−)

= µ
(
a3(λ)+ b3(λ)

)
,

where

a3(λ) := −
Tλ/2∫
0

g
(
ωλt + ϕ+,QTλ(t), t + θ+

)
dt +

∞∫
0

g(ωλt + ϕ+, q0(t), t + θ+)dt,

b3(λ) := −
0∫

−Tλ/2

g
(
ωλt + ϕ−,QTλ(t + Tλ), t + θ−

)
dt

+
0∫

−∞
g(ωλt + ϕ−, q0(t), t + θ−)dt .

We have:

a3(λ)=−
Tλ/2∫
0

[
g
(
ωλt + ϕ+,QTλ(t), t + θ+

)− g
(
ωλt + ϕ+, q0(t), t + θ+

)]

+
∞∫

Tλ/2

g
(
ωλt + ϕ+, q0(t), t + θ+

)
.
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Recalling that supt∈(0,T /2) |∂TQT (t)| = O(e−c2T ), supt∈(0,T /2) |QT (t)−q0(t)| = O(e−c2T ),

uming
it is easy to see that the derivatives of the first integral are O(Tλe−c2Tλ) = O(µ)

(still provided C1 is large enough). Moreover, using that(|g(ωλt + ϕ+, q0(t), t)| +
|∂ϕg(ωλt + ϕ+, q0(t), t)| + |∂tg(ωλt + ϕ+, q0(t), t)|) = O(q0(t) − 2π) = O(e−c2t ) for
t ∈ (Tλ/2,+∞), we find that the derivatives of the second integral are O(µ) as well.
Hence|∇a3(λ)| = O(µ). The same estimate holds forb3. We then conclude that∇R3(λ)=
O(µ2), which completes the proof of Lemma 3.1.✷

In Section 6 we will look for a critical point ofFµ in the set:

E := {λ= (θ1, . . . , θk, ϕ1, . . . , ϕk) ∈ Rk ×Rkd
∣∣ θi = θ̄i + bi, ϕi = ϕi + ai,

|bi |� 2π, |ai|� 2π
}
, (3.4)

wherek,ϕi, θ̄i will be defined in Section 5. It will result thatE ⊂Λµ,k (for someβ > 0
depending on the curveγ ). In particular, for allλ ∈E

C1| lnµ|� θi+1 − θi <
C0βi

µ
, ∀i = 1, . . . , k − 1, (3.5)

whereβi := βλi := β(ωi) andωi := ωλi := (ϕi+1 − ϕi)/(θi+1 − θi). Moreover we will
assume (see (5.8))

|ωi+1 −ωi |� ρµ, where

ωi := ϕi+1 − ϕi

θ̄i+1 − θ̄i
(1 � i � k − 1), ω0 := ωI , ωk := ωF (3.6)

andρ > 0 is a small constant to be chosen later (see (6.3)). For the time being, ass
(3.5) and (3.6), we want to give a suitable expression ofFµ in E. By Lemma 3.1, for
λ ∈E, we have

Fµ(λ)=
k−1∑
i=1

1

2

|ϕi+1 − ϕi |2
θi+1 − θi

+ωIϕ1 −ωF ϕk − |ωI |2
2

θ1 + |ωF |2
2

θk

+
k∑

i=1

µ
(
Γ u(ωi−1, θi, ϕi)+Γ s(ωi, θi, ϕi)

)+µF(ωI , θ1, ϕ1)

−
k−1∑
i=1

µ

θi+1∫
θi

f
(
ωi(t − θi)+ ϕi,0, t

)
dt −µF(ωF , θk, ϕk)

+
k−1∑
i=1

R0(µ,λi), (3.7)
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where|∇λR0(µ,λ)| satisfies (3.2). We shall writeFµ in an appropriate form thanks to

) is a
the following lemmas. The first one says how close the “mean frequencies”ωi are to the
unperturbedωi .

Lemma 3.2.Letλ= (θ1, . . . , θk, ϕ1, . . . , ϕk) belong toE. Then

|ωi −ωi | = O

(
1

θi+1 − θi

)
= O

(
1

| lnµ|
)
. (3.8)

Moreover,

Γ u(ωi−1, θi, ϕi)+ Γ s(ωi, θi, ϕi)= Γ (ωi, θi, ϕi)+R4(λi),

where∇R4 = O
(
1/| lnµ|). (3.9)

Proof. Set8θi := θi+1 − θi , 8ai := ai+1 − ai and8bi := bi+1 − bi . By an elementary
computation we getωi −ωi =−ωi8bi/8θi +8ai/8θi. By the definition ofE and (3.5),
estimate (3.8) follows.

From the definition ofΓ u,Γ s and the exponential decay ofq0 it results that∂ωΓ u,s

is bounded by a uniform constant, as well as its partial derivatives. Hence (3.9
straightforward consequence of (3.8) and of (3.6).✷
Lemma 3.3.For 0<µ � µ4

µF(ωI , θ1, ϕ1)−
k∑

i=1

µ

θi+1∫
θi

f (ωi(t − θi)+ ϕi,0, t)dt −µF(ωF , θk, ϕk)

=
k∑

i=1

Ri
5(µ,λi−1, λi), (3.10)

where, for alli3

∇Ri
5(µ, θi−1, ϕi−1, θi, ϕi, θi+1, ϕi+1)

= O

(
µ

β2
i−1(θi − θi−1)

+ µ

β2
i (θi+1 − θi)

+ µ|βi − βi−1|
βi−1βi

)
. (3.11)

Proof. We have

−
θi+1∫
θi

f
(
ϕi +ωi(t − θi),0, t

)
dt = F(ωi, θi+1, ϕi+1)− F(ωi, θi, ϕi)

3 In the casesi = 1, i = k we only haveR1
5 = R1

5(µ, θ1, ϕ1, θ2, ϕ2) andRk
5 = Rk

5(µ, θk−1, ϕk−1, θk,ϕk).
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= (F(ωi, θi+1, ϕi+1)
)− (F(ωi−1, θi, ϕi)

)+ (F(ωi−1, θi, ϕi)− F(ωi, θi, ϕi)
)
,

tives

es

of the
whereF(ω, · , ·) is defined in (2.9). We obtain:

µF(ωI , θ1, ϕ1)−
k−1∑
i=1

µ

θi+1∫
θi

f
(
ϕi +ωi(t − θi),0, t

)
dt −µF(ωF , θk, ϕk)=

k∑
i=1

Ri
5,

where

Ri
5 :=Ri

5(µ, θi−1, ϕi−1, θi, ϕi, θi+1, ϕi+1) := µ
(
F(ωi−1, θi, ϕi)− F(ωi, θi, ϕi)

)
= −µ

∑
0<|(n,l)|�N

fn,l
ei(n·ϕi+lθi )

i

(
1

(n ·ωi−1 + l)
− 1

(n ·ωi + l)

)
.

Now we prove (3.11). Let us consider for example∂θiR
i
5. We have:

∂θiR
i
5 = µ∂θi

(
F(ωi−1, θi, ϕi)− F(ωi, θi, ϕi)

)
= µ

(
∂ωF(ωi−1, θi, ϕi).

−ωi−1

(θi − θi−1)
− ∂ωF(ωi, θi, ϕi).

ωi

(θi+1 − θi)

)
−µ

( ∑
0<|(n,l)|�N

fn,l l ei(n·ϕi+lθi )

(
1

(n · ωi−1 + l)
− 1

(n ·ωi + l)

))
, (3.12)

where

∂ωF(ω, θ0, ϕ0)=
∑

0<|(n,l)|�N

fn,l
nei(n·ϕ0+lθ0)

i(n · ω+ l)2
. (3.13)

Estimate (3.11) follows immediately from (3.12) and (3.13). The other partial deriva
of Ri

5 can be estimated similarly.✷
Finally, to get a suitable expression ofFµ, we find convenient to introduce coordinat

(b, c) ∈ R(1+d)k defined by (3.4) and

ci = ai −ωibi, ∀i = 1, . . . , k (3.14)

(we are just performing a linear change of coordinates adapted to the direction
unperturbed flow at eachi-transition(bi, ai)= bi(1,ωi)+ (0, ci)).

Lemma 3.4.We have:
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k−1∑ 1 |ϕi+1 − ϕi |2 +ωIϕ1 −ωF ϕk − |ωI |2
θ1 + |ωF |2

θk

i=1

2 (θi+1 − θi) 2 2

= 1

2

k−1∑
i=1

|ci+1 − ci |2
8θ̄i + (bi+1 − bi)

+
k∑

i=1

Ri
6(µ, θi, ϕi, θi+1, ϕi+1), (3.15)

where8θ̄i := θ̄i+1 − θ̄i and4

∇Ri
6(µ, θi−1, ϕi−1, θi, ϕi, θi+1, ϕi+1)= O(8ωi)= O(ρµ). (3.16)

Proof. Let {γi}i=1,...,k−1 be defined byϕi+1 − ϕi = ωi(θi+1 − θi) + γi . We can write
ωIϕ1 −ωFϕk as

ωIϕ1 −ωFϕk =
k−1∑
i=1

(
(ωi−1 −ωi)ϕi − ωi(ϕi+1 − ϕi)

)+ ϕk(ωk−1 −ωF )

=
k−1∑
i=1

(
(ωi−1 −ωi)ϕi − |ωi |2(θi+1 − θi)−ωiγi

)
+ ϕk(ωk−1 −ωF ). (3.17)

We can also write:

−|ωI |2
2

θ1 + |ωF |2
2

θk =
k−1∑
i=1

(( |ωi |2
2

− |ωi−1|2
2

)
θi + |ωi |2

2
(θi+1 − θi)

)

+
( |ωF |2

2
− |ωk−1|2

2

)
θk, (3.18)

k−1∑
i=1

1

2

|ϕi+1 − ϕi |2
(θi+1 − θi)

=
k−1∑
i=1

|ωi |2
2

(θi+1 − θi)+ 1

2

|γi |2
(θi+1 − θi)

+ωiγi. (3.19)

Summing (3.17), (3.18) and (3.19) we get

k−1∑
i=1

1

2

|ϕi+1 − ϕi |2
(θi+1 − θi)

+ωIϕ1 −ωF ϕk − |ωI |2
2

θ1 + |ωF |2
2

θk

=
k−1∑
i=1

1

2

|γi |2
(θi+1 − θi)

+
k−1∑
i=1

( |ωi |2
2

− |ωi−1|2
2

)
θi + (ωi−1 −ωi)ϕi + ϕk(ωk−1 −ωF )

4 For i = k we haveRk
6 = Rk

6(µ, θk,ϕk).
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+
( |ωF |2 − |ωk−1|2)

θk. (3.20)

ing on

t

2 2

Substitutingϕi + ai for ϕi and θ̄i + bi for θi , we getγi = (ai+1 − ai)− ωi(bi+1 − bi).
Moreover the nonconstant terms in the right-hand side of (3.20) (i.e., those depend
ai, bi ) are the first one and

k∑
i=1

(ωi−1 −ωi)ai +
( |ωi |2

2
− |ωi−1|2

2

)
bi =:

k∑
i=1

Ri(µ, θi, ϕi)

with ∇Ri(µ, θi, ϕi)= O(8ωi). Finally, expressingγi in terms of(bi, ci ) we get

γi = (ai+1 − ai)−ωi(bi+1 − bi)= (ci+1 − ci)+ bi+18ωi

and then from (3.20), developing the square, we get (3.16).✷
From (3.7) Lemmas 3.2, 3.3 and 3.4 we obtain the expression ofFµ in the new

coordinates(b, c) required to apply the variational argument of Section 6.

Lemma 3.5.There existsµ5,C2 > 0 such that∀0<µ � µ5, if

βi � C2 max
{
µ1/2(θi+1 − θi)

1/2, µ(θi+1 − θi)
3/2, (θi+1 − θi)

−1/2}, (3.21)

then

Fµ(b, c) = 1

2

k−1∑
i=1

|ci+1 − ci |2
8θ̄i + (bi+1 − bi)

+µ

k∑
i=1

Γ (ωi, θ̄i + bi, ϕi +ωibi + ci)

+R7(b, c), (3.22)

R7(b, c) :=
k∑

i=1

Ri
7(µ,bi−1, ci−1, bi, ci, bi+1, ci+1), (3.23)

where5

|∇Ri
7|� C2ρµ. (3.24)

Proof. It is easy to see that (3.6), (3.8) and (3.21) imply (providedµ is small enough) tha

βi−1

2
� βi � 2βi−1, |βi − βi−1| = O

(
1

θi − θi−1
+ 1

θi+1 − θi
+µ

)
. (3.25)

5 In the casesi = 1, i = k we haveR1
7 = R1

7(µ, θ1, ϕ1, θ2, ϕ2) andRk
7 = Rk

7(µ, θk−1, ϕk−1, θk,ϕk).
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Noting that∂ci = ∂ϕi and∂bi = ωi∂ϕi +∂θi , estimate (3.24) follows from (3.2), (3.9), (3.11),

the
t a

e

ive

t

an

4.2 and
(3.25) and (3.16). ✷

4. Ergodization times

In order to defineϕi, θ̄i (1 � i � k) we need some results, stated in this section, on
ergodization time of the torusTl := Rl/Zl for linear flows possibly resonant but only a
“sufficiently high level”.

LetΩ ∈ Rl ; it is well known that, ifΩ ·p �= 0,∀p ∈ Zl \ {0}, then the trajectories of th
linear flow {Ωt +A}t∈R are dense onTl for any initial pointA ∈ Tl . It is also intuitively
clear that the trajectories of the linear flow{Ωt +A}t∈R will make an arbitrary fineδ-net
(δ > 0) if Ω is resonant only at a sufficiently high level, namely ifΩ ·p �= 0, ∀p ∈ Zl with
0< |p| � M(δ) for some large enoughM(δ). Let us make more precise and quantitat
these considerations.

For anyΩ ∈ Rl define the ergodization timeT (Ω, δ) required to fillTl within δ > 0 as

T (Ω, δ)= inf
{
t ∈ R+

∣∣ ∀x ∈ Rl , d
(
x,A+ [0, t]Ω + Zl

)
� δ

}
,

whered is the Euclidean distance andA some point ofRl . T (Ω, δ) is clearly independen
of the choice ofA. Above and in what follows, infE is equal to+∞ if E is empty. For
R > 0 let

α(Ω,R)= inf
{|p ·Ω | ∣∣ p ∈ Zl , p �= 0, |p|� R

}
.

Theorem 4.1.∀l ∈ N there exists a positive constantal such that,∀Ω ∈ Rl , ∀δ > 0,
T (Ω, δ)� (α(Ω,al/δ))

−1. MoreoverT (Ω, δ) � (1/4)α(Ω,1/4δ)−1.

In the above theoremα−1 is equal to 0 ifα =+∞ and to+∞ if α = 0.

Remark 4.1. Assume thatΩ is a C-τ Diophantine vector, i.e., there existC > 0 and
τ � l − 1 such that∀k ∈ Zl |k ·Ω | � C/|k|τ . Thenα(Ω,R) � C/Rτ and soT (Ω, δ) �
aτ
l /Cδτ . This estimate was proved in Theorem D of [11]. Also Theorem B of [11] is

easy consequence of Theorem 4.1.

Theorem 4.1 is a direct consequence of more general statements, see Theorem
Remark 4.2. Let us introduce first some notations. LetΛ be a lattice ofRl , i.e., a discrete
subgroup ofRl such thatRl/Λ has finite volume. For allΩ ∈ Rl we define:

T (Λ,Ω, δ)= inf
{
t ∈ R+

∣∣ ∀x ∈ Rl, d(x, [0, t]Ω +Λ) � δ
}
,

(T (Λ,Ω, δ) is the time required to have aδ-net of the torusRl/Λ endowed with the metric
inherited fromRl). ForR > 0, let

Λ∗ = {p ∈ Rl
∣∣ ∀λ ∈Λ, p · λ ∈ Z

}
and Λ∗

R = {p ∈Λ∗ ∣∣ 0< |p| � R
}
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(Λ∗ is a lattice ofRl which is conjugated toΛ). We define:

f

α(Λ,Ω,R)= inf
{|p ·Ω | ∣∣ p ∈Λ∗

R

}
.

The following result holds:

Theorem 4.2.∀l ∈ N there exists a positive constantal such that, for all latticeΛ of Rl ,
∀Ω ∈ Rl , ∀δ > 0, T (Λ,Ω, δ)� (α(Λ,Ω,al/δ))

−1.

Remark 4.2. It is fairly obvious thatT (Λ,Ω, δ) � (1/4)α(Λ,Ω,1/4δ)−1. Indeed,
assume thatΛ∗

1/4δ �= ∅ and letp ∈ Λ∗
1/4δ be such thatp ·Ω = α := α(Λ,Ω,1/4δ). Let

x ∈ Rl satisfyp · x = 1/2. Then∀t ∈ [0,1/4α), ∀λ ∈Λ,

∣∣x − (tΩ + λ)
∣∣� |p · (x − tΩ − λ)|

|p| � 4δ
∣∣p · x − tp ·Ω − p · λ∣∣,

andp · x − p · λ ∈ (1/2)+ Z, whereas|tp ·Ω | = tα < 1/4. Hence|x − (tΩ + λ)|> δ.

In the next section we will apply Theorem 4.1 whenΩ = (ω,1) ∈ Rd+1. The proof
of Theorem 4.2 is given in the Appendix B. We could give an explicit expression oal .
However it is not useful for our purpose and the constantsal which can be derived from
our proof are certainly far from being optimal.

5. The unperturbed pseudo-diffusion orbit

Consider the setQM of “nonergodizing frequencies”

QM := {ω ∈ Rd
∣∣ ∃(n, l) ∈ Zd+1 with 0<

∣∣(n, l)∣∣� M, andω · n+ l = 0
}= ⋃

h∈SM
Eh,

where SM := {h = (n, l) ∈ (Zd \ {0}) × N | 0 < |h| � M, h �= jh′, ∀j ∈ Z,

h′ ∈ (Zd \ {0})× N} andEh = En,l := {ω ∈ Rd | (ω,1) · h = ω · n + l = 0}. By Theo-
rem 4.1 (or Theorem 4.2, withΛ= 2πZd+1), for δ > 0, if ω belongs to

Qc
M = {ω ∈ Rd

∣∣ ω · n+ l �= 0, ∀0<
∣∣(n, l)∣∣� M

}
, (5.1)

with M = 8πad+1/δ, then the flow of(ω,1) provides aδ/4-net of the torusTd+1.
Moreover ifω /∈QM then for all(n, l) ∈ Zd\{0} × Z,

|n ·ω+ l| = |n|dist(ω,En,l) � dist(ω,En,l ) � dist(ω,QM) > 0. (5.2)

By Theorem 4.1 (or Theorem 4.2), we deduce from (5.2) the estimate,

T
(
(ω,1), δ/4

)
� 2π

dist(ω,QM)
, (5.3)
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which measures the divergence of the ergodization timeT ((ω,1), δ) asω approaches the

.

e

h

,

t,
setQM .

Definition 5.1. GivenM > 0, a connected componentC of Dc
N andωI ,ωF ∈ C, we say

that an embeddingγ ∈ C2([0,L],C) is a QM -admissible connecting curve betweenωI

andωF if the following properties are satisfied:

(a) γ (0)= ωI , γ (L)= ωF , |γ̇ (s)| = 1 ∀s ∈ (0,L),

(b) ∀h= (n, l) ∈ SM , ∀s ∈ [0,L] such thatγ (s) ∈Eh, n · γ̇ (s) �= 0.

Condition (b) means that for allh ∈ SM , γ ([0,L]) may intersectEh transversally only
It is easy to see that condition (b) implies thatI(γ ) = {s ∈ [0,L] | γ (s) ∈ QM} is finite
and that there existsν > 0 such that for alls ∈ I(γ ), for all h = (n, l) ∈ SM such that
γ (s) ∈Eh, |γ̇ (s) · n|/|n|� ν.

If a curveα is not admissible we can always find “close to it” an admissible onγ .
Indeed the following lemma holds.

Lemma 5.1. Let M > 0, C be a connected component ofDc
N , ωI ,ωF ∈ C and let

α ∈C2([0,L0],C) be an embedding withα(0)= ωI andα(L0)= ωF . Then,∀η > 0, there
exists a curveγ ,QM -admissible betweenωI andωF , satisfyingdist(γ (s),α([0,L0])) < η,
∀s ∈ [0,L].

Proof. First it is easy to see that there exists an embeddingα1 : [0,L1] → C such that
α1(0) = ωI ,α1(L1) = ωF , dist(α1(s), α([0,L0])) � η/4 and∀h = (n, l) ∈ SM , ωI /∈ Eh

(respectivelyωF /∈Eh) or α̇1(0) · n �= 0 (respectivelẏα1(L1) · n �= 0).
Let r > 0, ν1 > 0 be such that∀s ∈ [0, r] ∪ [L1 − r,L1], ∀h = (n, l) ∈ SM ,

dist(α1(s),Eh) � ν1 or |α̇1(s) · n|� ν1. Letφ : [0,L1]→ [0,1] be a smooth function suc
thatφ(0)= φ(L1)= 0 and∀s ∈ [r,L1 − r] φ(s)= 1.

We shall prove that for allε > 0 there existsωε ∈ Rd , |ωε| < ε, such that
∀h= (n, l) ∈ SM , for all s ∈ [r,L1 − r] such thatα1(s) ∈ Eh + ωε , α̇1(s) · n �= 0. For
h = (n, l) ∈ SM , let Jh = {s ∈ [r,L1 − r] | n · α̇1(s) = 0} andVh = {α1(s)− u | s ∈ Jh,

u ∈Eh}. Letψh : [r,L1− r]×Eh → Rd be defined byψh(s,u)= α1(s)−u. Dψh(s,u) is
singular iffs ∈ Jh. ThereforeVh is the set of the critical values ofψh and by Sard’s lemma
meas(Vh)= 0. Hence for allε > 0 there existsωε ∈ Rd such that|ωε|< ε, ωε /∈ Vh for all
h ∈ SM . Our claim follows.

Now we can defineα2 : [0,L1]→ C by α2(s)= α1(s)−φ(s)ωε . It is easy to check tha
providedε is small enough,α2 is an embedding which satisfies condition(b). γ is obtained
from α2 by a simple time reparametrization.✷

If Γ (α(s), · , ·) possesses, for eachs, a nondegenerate local minimum(θα(s)
0 , ϕ

α(s)
0 ),

then, by the Implicit Function Theorem, along any curveγ sufficiently close toα,
Γ (γ (s), · , ·) possesses local minima(θγ (s)

0 , ϕ
γ (s)

0 ) such that

D2
(θ,ϕ)Γ

(
γ (s), θ

γ (s)

0 , ϕ
γ (s)

0

)
> λ Id, ∀s ∈ [0,L], (5.4)
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for some constantλ > 0 depending onα. Therefore, by the above lemma, it is enough to

ut

ls

stant
”:

est
prove the existence of drifting orbits along admissible curvesγ . Property (5.4) will be used
in Lemma 6.1.

Given aQM -admissible curveγ , let us call s∗1, . . . , s∗r the elements ofI(γ ), and
ω∗

1 = γ (s∗1), . . . ,ω∗
r = γ (s∗r ) the corresponding frequencies. Since,∀m = 1, . . . , r,

(θ
ω∗
m

0 , ϕ
ω∗
m

0 ) is a nondegenerate local minimum ofΓ (ω∗
m, · , ·), there is a neighborhoodWm

of ω∗
m such that,∀ω ∈Wm, Γ (ω, ·) admits a nondegenerate local minimum(θω

0 , ϕω
0 ), the

mapω  → (θω
0 , ϕω

0 ) being Lipschitz-continuous onWm. Therefore we shall assume witho
loss of generality that for allm= 1, . . . , r,

∀(ω,ω′) ∈ (Wm ∩ γ
([0,L]))2∣∣(θω

0 , ϕω
0

)− (θω′
0 , ϕω′

0

)∣∣� K|ω−ω′|. (5.5)

It is easy to prove that, ifγ is an admissible curve, there existsd0 > 0 such that

(∗) {s ∈ [0,L] | dist(γ (s),QM) � d0} is the union of a finite number of disjoint interva
[S1, S

′
1], . . . , [Sr , S′

r ]; for all m = 1, . . . , r each interval[Sm,S′
m] intersectsI(γ )

at a unique points∗m and γ ([Sm,S′
m]) ⊂ Wm. Moreover (s  → dist(γ (s),QM)) is

decreasing on[Sm, s∗m), increasing on(s∗m,S′
m], and dist(γ (s),QM) � (ν/2)|s − s∗m|

for all s ∈ [Sm,S′
m].

Now we are able to define the “unperturbed transition chain”: for some small con
ρ > 0 which will be specified later we choosek ∈ N andk+ 1 “intermediate frequencies

ωI =: ω0,ω1, . . . ,ωk−1,ωk := ωF

with ωi := γ (si) for certain 0=: s0 < s1 < · · ·< sk−1 < sk := L verifying

ρµ

2
� si+1 − si � ρµ, ∀i = 0, . . . , k − 1. (5.6)

By (5.6) there results that

L

ρµ
� k � 2L

ρµ
, (5.7)

moreover it follows from (a) that

|ωi+1 −ωi |� ρµ, ∀i = 0, . . . , k − 1. (5.8)

This condition has been used before in Lemma 3.4. Givenk time instants̄θ1 := θ
ω1
0 < θ̄2 <

· · ·< θ̄i < · · ·< θ̄k , we define the{ϕi}i=1,...,k by the iteration formula:

ϕ1 = ϕ
ω1
0 , ϕi+1 = ϕi +ωi

(
θ̄i+1 − θ̄i

)
. (5.9)

The choice of the instants{θ̄i}i=1,...,k is specified in the next lemma: the main requ
is that (θ̄i , ϕi) must arriveδ-close mod2πZd+1, to the local minimum point(θωi

0 , ϕ
ωi

0 )
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of the Poincaré–Melnikov primitiveΓ (ωi, · , ·), see (5.11)–(5.12). From (5.3) we derive
n
t

If

es
that if ωi is 1/| lnµ| far from the setQM of “nonergodizing frequencies” we ca
reach this goal for “short” time intervals̄θi+1 − θ̄i ≈ | lnµ|. In order to cross the se
QM of “nonergodizing frequencies” we need to use longer time intervalsθ̄i+1 − θ̄i ≈
1/dist(QM,ωi) if

√
µ/| lnµ| < dist(QM,ωi) < 1/| lnµ|. When theωi are “close” (less

than
√
µ/| lnµ|-distant) to the set of nonergodizing hyperplanesQM we choose again

θ̄i+1 − θ̄i ≈ | lnµ|. We also estimate in (5.13) the total timeθ̄k − θ̄1 =∑k
i=1 θ̄i+1 − θ̄i .

Lemma 5.2.∀δ > 0 there existsµ6 > 0 such that∀0<µ � µ6 there exist{θ̄i}i=1,...,k with
θ̄1 = θ

ω1
0 satisfying,

(i) if dist(ωi,QM) >
√
µ/| lnµ|, then

max

{
C1| lnµ|, 2π

dist(ωi,QM)

}
< θ̄i+1 − θ̄i < 2 max

{
C1| lnµ|, 2π

dist(ωi,QM)

}
, (5.10)

whereM = 8πad+1/δ;
(ii) if dist(ωi,QM) � √

µ/| lnµ| thenC1| lnµ|< θ̄i+1 − θ̄i < 2C1| lnµ|, and such that

dist
((
θ̄i , ϕi

)
,
(
θ
ωi

0 , ϕ
ωi

0

)+ 2πZd+1)< δ, ∀i = 1, . . . , k, (5.11)

where ϕ1, . . . , ϕk are defined by(5.9). Equivalently, ∀i = 1, . . . , k, there exist
hi ∈ Zd+1 andχi ∈ Rd+1 such that

(
θ̄i , ϕi

)= (θωi

0 , ϕ
ωi

0

)+ 2πhi + χi with |χi |< δ. (5.12)

Moreover there exists a constantK(γ ) such that

θ̄k − θ̄1 � K(γ )
| lnµ|
ρµ

. (5.13)

Proof. Let µ6 > 0 be so small that
√
µ6/| lnµ6|< d0 and

√| lnµ6|� 32
√
C1/(ν

√
δρ).

Let us define(θ̄1, ϕ1) := (θ
ω1
0 , ϕ

ω1
0 ). Assume that(θ̄1, . . . , θ̄i) has been defined.

dist(ωi,QM) >
√
µ/| lnµ| then by (5.3) there certainly exists(θ̄i+1, ϕi+1) satisfying (5.9),

(5.10), such that

dist
((
θ̄i+1, ϕi+1

)
,
(
θ
ωi+1
0 , ϕ

ωi+1
0

)+ 2πZd+1)< δ/4.

We now consider the case in whichωi is close to some “nonergodizing” hyperplan
of QM . If dist(ωi−1, QM) >

√
µ/| lnµ| and dist(ωi,QM) � √

µ/| lnµ| we proceed
as follows. We haveωi = γ (si), with si ∈ [Sq,S′

q ] for someq , 1 � q � r. Moreover,
by property (∗) there existsp∗ ∈ N such that {j ∈ {1, . . . , k} | sj ∈ [Sq,S′

q ] and
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dist(ωj ,QM) � √
µ/| lnµ|} = {i, . . . , i + p∗ − 1}, andsi � s∗q � si+p∗−1. We shall use
∗ ∗ ∗ ∗

),
the abbreviationss for sq , andω for ωq . We claim that

1� p∗ � p :=
[ √

δ

4
√
C1ρµ| lnµ|

]
. (5.14)

In fact, by (5.6) and(∗)
νρ

4
µ(p∗ − 1)� ν

2

[
(si+p∗−1 − s∗)+ (s∗ − si )

]
� dist(ωi+p∗−1,QM)+ dist(ωi,QM) � 2

√
µ

| lnµ| .

Hencep∗ � 8(νρ
√
µ| lnµ|)−1, which implies (5.14), by the choice ofµ6.

Now we can define thēθi+1, . . . , θ̄i+p∗ . The flow of (ω∗,1), as any linear flow on a
torus, has the following property: there existsT ∗(ω∗, δ) > 0 (abbreviated asT ∗) such that
any time interval of lengthT ∗ containst satisfying dist((tω∗, t),2πZd+1) � δ/4.

Therefore (providedC1| lnµ6|> T ∗) we can definēθi+1, . . . , θ̄i+p∗ such that

C1| lnµ|� θ̄i+j+1 − θ̄i+j � 2C1| lnµ|,
dist

((
θ̄i+j , ϕ̃i+j

)
,
(
θ̄i , ϕi

)+ 2πZd+1)� δ/4, (5.15)

whereϕ̃i+j = ϕi +ω∗(θ̄i+j − θ̄i ). For 1� j � p∗, let

ϕi+j = ϕi +
j∑

q=1

ωi+q−1
(
θ̄i+q − θ̄i+q−1

)
. (5.16)

We now check that for allj = 1, . . . , p∗, (θ̄i+j , ϕi+j ), as defined in (5.15) and (5.16
satisfy estimate (5.11), namely

distT
((
θ̄i+j , ϕi+j

)
,
(
θ
ωi+j

0 , ϕ
ωi+j

0

)) := dist
((
θ̄i+j , ϕi+j

)
,
(
θ
ωi+j

0 , ϕ
ωi+j

0

)+ 2πZd+1)
� δ. (5.17)

We have by (5.16) that

distT
((
θ̄i+j , ϕi+j

)
,
(
θ̄i , ϕi

))
� distT

((
θ̄i+j , ϕ̃i+j

)
,
(
θ̄i , ϕi

))+ ∣∣∣∣∣
j∑

q=1

(ωi+q−1 −ω∗)
(
θ̄i+q − θ̄i+q−1

)∣∣∣∣∣
� δ/4+ 2C1| lnµ|

p∗∑
q=1

∣∣si+q−1 − s∗
∣∣ (

by (5.15) and (a)
)
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� δ/4+ 2C1| lnµ|p∗(si+p∗−1 − si)

6)
� δ/4+ 2C1| lnµ|p2ρµ � 3δ/8,

by (5.6) and (5.14). Therefore, by (5.5),

distT
((
θ̄i+j , ϕi+j

)
,
(
θ
ωi+j

0 , ϕ
ωi+j

0

))
� 3δ

8
+ distT

((
θ̄i , ϕi

)
,
(
θ
ωi

0 , ϕ
ωi

0

))+K|ωi+j −ωi |

� 3δ

8
+ δ

4
+Kρµp < δ

by (5.14), providedµ6 has been chosen small enough.
There remains to prove (5.13). By(∗) we can write

Am :=
{
s ∈ [Sm,S′

m

] ∣∣∣∣ √
µ

| lnµ| � dist
(
γ (s),QM

)
� 1

2C1| lnµ|
}
= [Um,Vm] ∪

[
V ′
m,U

′
m

]
,

with Sm < Um < Vm < s∗m < V ′
m < U ′

m < S′
m (in the case whenω∗ = ωI,F , Am is just an

interval). Moreover, by (a),s∗m − Vm,V ′
m − s∗m � √

µ/| lnµ|. DefineA :=⋃r
m=1Am. We

haveθ̄k − θ̄1 = σ0 +∑r
m=1σm, where

σ0 :=
∑

1�i�k−1,si /∈A

(
θ̄i+1 − θ̄i

)
, σm :=

∑
1�i�k−1,si∈Am

(
θ̄i+1 − θ̄i

)
.

For si /∈A, θ̄i+1 − θ̄i � 2C1| lnµ|, henceσ0 � 2C1k| lnµ|� 4C1L lnµ/(ρµ). For i ∈Am,
θ̄i+1 − θ̄i � 4π(dist(ωi,QM))−1 � 8π/(ν|si − s∗m|) by (∗), and hence, using that by (5.
si+1 � si + ρµ/2,

σm � 8π

ν

∑
1�i�k−1,si∈Am

1

|si − s∗m|
� 16π

νρµ

∑
1�i�k−1,si∈Am

si+1 − si

|si − s∗m|
.

Estimating the above sum with an integral we easily get:

σm � 8π

ν(s∗m − Vm)
+ 16π

νρµ

Vm∫
Um

ds

s∗m − s
+ 8π

ν(V ′
m − s∗m)

+ 16π

νρµ

U ′
m∫

V ′
m

ds

s − s∗m
;

(5.13) can be easily deduced by the bound ons∗m − Vm,V
′
m − s∗m. ✷

In the next section we will prove the existence of a diffusion orbit(ϕµ, qµ) close
to the “unperturbed pseudo-diffusion orbit”(ϕ(t), q̄(t)) : (θ̄1, θ̄k) → Rd+1 defined, for
t ∈ [θ̄i , θ̄i+1], asϕ(t) := ϕi + ω̄i (t − θ̄i ) andq̄|[θi ,θi+1] :=Qθ̄i+1−θ̄i

(· − θ̄i ) (mod 2π ).
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6. The diffusion orbit

ate
we

t

and

nd,
We need the following property of the Melnikov functioñΓ (ω, · , ·) defined w.r.t. to the
variables(b, c) by

Γ̃ (ω, b, c) := Γ
(
ω,θω

0 + b,ϕω
0 + bω+ c

)
.

Lemma 6.1.Assume thatΓ (ω, · , ·) possesses a nondegenerate local minimum in(θω
0 , ϕω

0 ).
Then there existr > 0, b̄ > 0, νj > 0 (j = 1,2) depending only onγ such that∀ω = γ (s),
s ∈ [0,L]

(i) ∂cΓ̃ (ω, b, c) · c � ν2 > 0 or |∂bΓ̃ (ω, b, c)|� ν1 > 0 for |c| = r, |b|� b̄,
(ii) ∂bΓ̃ (ω, b, c)× sign(b) � ν1 > 0 for |c|� r andb=±b̄.

Proof. We can assume that (5.4) is satisfied. SinceΓ (ω, · , ·) possesses a nondegener
minimum in(θω

0 , ϕω
0 ), Γ̃ (ω, b, c) possesses in(0,0) a nondegenerate minimum. Hence

write Γ̃ (ω, b, c), up to a constant, as̃Γ (ω,b, c)=Q2(b, c)+Q3(b, c) whereQ2(b, c)=:
βωb

2/2+ (αω · c)b + (γωc · c)/2 is a positive definite quadratic form (βω ∈ R, αω ∈ Rd,

γω ∈ Mat(d × d)) andQ3 = O(|b|3 + |c|3). More precisely, by (5.4), there existsε > 0
such thatβω > ε, anddω(c) := βω(γωc · c) − (αω · c)2 > ε|c|2 for all ω ∈ γ ([0,L]). In
addition, by the smoothness ofΓ and the fact thatω = γ (s) lives in a compact subse
of Rd , there exists a constantM such that,∀ω ∈ γ ([0,L]), |αω| + |βω| + |γω| � M,
|∇Q3(b, c)|� M(b2 + |c|2).

We have∂bQ2(b, c)= βωb+ αω · c and∂cQ2(b, c) · c= bαω · c+ (γωc · c).
Let us defineν̄1 := infω∈γ ([0,L]) ε/(4|αω|) > 0 and ν̄2 := infω∈γ ([0,L]) ε/(4βω) > 0.

Then considerν1 := ν̄1r, ν2 = ν̄2r
2 and b̄ := r supω∈γ ([0,L])(3ν̄1 + |αω|)/βω, r ∈ (0,1].

We now prove that, providedr > 0 has been chosen sufficiently small, conditions (i)
(ii) are satisfied with the above choice of the constants. Indeed if(|αω · c| + 2ν̄1r)/βω �
|b| � b̄ and |c| � r then ∂bΓ̃ (ω, b, c) · sign(b) � βω|b| − |αω · c| − |∂bQ3(b, c)| �
2ν̄1r −O(r2) � ν1 for r sufficiently small. In particular this proves (ii). On the other ha
if |b|< (|αω · c| + 2ν̄1r)/βω and|c| = r, then

∂cΓ̃ (ω, b, c) · c= b(αω · c)+ (γωc · c)+ ∂cQ3(b, c) · c � (γωc · c)−
∣∣b(αω · c)∣∣+ O

(
r3)

� εr2 + (αω · c)2 − |αω · c|(|αω · c| + 2ν̄1r)

βω

+ O
(
r3)

� ε− 2ν̄1|αω|
βω

r2 + O
(
r3)� ε

2βω

r2 − O
(
r3)� 2ν̄2r

2 +O
(
r3).

Hence (i) is satisfied forr small enough. ✷
The partial derivatives ofΓ̃ are Lipschitz-continuous w.r.t.(b, c) uniformly in

ω ∈ γ ([0,L]). Therefore, by Lemma 6.1, there existsδ > 0 such that,∀η ∈ R with |η|� δ,
∀ξ ∈ Rd with |ξ |� δ, ∀ω ∈ γ ([0,L]),
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∂cΓ̃ (ω, b+ η, c+ ξ) · c � 3ν2/4> 0 or∣ ∣

f
exists
∣∂bΓ̃ (ω, b+ η, c+ ξ)∣� 3ν1/4> 0 for |c| = r, |b|� b̄, (6.1)

∂bΓ̃ (ω, b+ η, c+ ξ)× sign(b) � 3ν1/4> 0 for |c|� r andb =±b̄. (6.2)

Moreover let us fixρ > 0 such that

ρ � min{ν1/2, ν2/r}/(6C2), (6.3)

whereC2 appears in (3.24). These are the positive constants(δ, ρ) that we use in order to
define, for 0<µ<µ6, ωi , θ̄i , ϕi by Lemma 5.2.

Sinceγ ([0,L]) is a compact subset ofDc
N , infs∈[0,L]β(γ (s)) > 0 and, by the choice o

θ̄i , for µ small enough (3.21) is satisfied. Therefore, by Lemma 3.5 and (5.12), there
µ7 > 0 such that,∀0<µ � µ7,

Fµ(b, c)= 1

2

k−1∑
i=1

|ci+1 − ci |2
8θ̄i + (bi+1 − bi)

+µ

k∑
i=1

Γ̃ (ωi, ηi + bi, ξi + ci)+R7, (6.4)

where|ηi |� δ, |ξi |� δ, R7 is given by (3.23) and satisfies (3.24).
We minimize the functionalFµ on the closure of

W := {(b, c) := (b1, c1, . . . , bk, ck) ∈ R(d+1)k
∣∣ |bi |< b̄, |ci |< r, ∀i = 1, . . . , k

}
.

Since W is compact,Fµ attains its minimum inW , say at (b̃, c̃). By Lemma 2.3
the existence of the diffusion orbit will be proved once we show that(b̃, c̃) ∈ W , see
Lemma 6.3. Let us define fori = 1, . . . , k − 1

wi :=wi(b, c) := ci+1 − ci

θi+1 − θi
= ci+1 − ci

8θ̄i + (bi+1 − bi)
,

andw0 =wk = 0. From (5.9) and (3.14),wi can be written as

wi = ϕi+1 − ϕi

(θi+1 − θi)
−ωi − 8ωibi+1

(θi+1 − θi)
= (ωi −ωi)+ O

(
µ

| lnµ|
)
. (6.5)

By the expression ofFµ in (6.4) we have, for alli = 1, . . . , k,

∂ciFµ(b, c)=wi−1 −wi +µ∂cΓ̃ (ωi, ηi + bi, ξi + ci)+Ri, (6.6)

∂biFµ(b, c)= 1

2

(|wi |2 − |wi−1|2
)+µ∂bΓ̃ (ωi, ηi + bi, ξi + ci)+ Si, (6.7)

whereRi := ∂ciR7, Si := ∂biR7 satisfy, by (3.24) and (6.3)

|Ri |, |Si |� µ

2
min

{
ν1

2
,
ν2

r

}
. (6.8)
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By (6.6)–(6.7), a way to see critical points ofFµ is to show that the termswi−1 −wi and
2 2 .

ls

em 1.1

ll

.

|wi | − |wi−1| are small w.r.t the O(µ)-contribution provided by the Melnikov function
By (3.8) |ωi − ωi | = O(1/(θi+1 − θi)) and hence, using (6.5), an estimate for eachwi

separately is given bywi = O(1/|θ̄i+1 − θ̄i |) + O(µ/| lnµ|). Hence each|wi | is O(µ)-
small if the time to make a transition|θ̄i+1 − θ̄i | = O(1/µ), as in [7]. These time interva
are too large to obtain the approximation for the reduced action functionalFµ given in
Lemma 3.5 and (6.4). Therefore we need more refined estimates: the proof of Theor
(and Theorem 1.3) relies on the following crucial property forw̃i :=wi(b̃, c̃), satisfied by
the minimum point(b̃, c̃).

Lemma 6.2.We have( for i = 1, . . . , k)

(i) |w̃i − w̃i−1| = O(µ), (ii) |w̃i | = O

( √
µ√| lnµ|

)
. (6.9)

Proof. Estimate (6.9)(i) is a straightforward consequence of (6.6) and (6.8) if|c̃i | < r,
since in this case∂ciFµ(b̃, c̃) = 0. We now prove that (6.9)(i) holds also if|c̃i | = r for
somei. Indeed if|c̃i | = r then

∂ciFµ(b̃, c̃)= αµc̃i, for someαµ � 0, (6.10)

(since(b̃, c̃) is a minimum point) and then by (6.6), (6.10) and (6.8) we deduce:

w̃i−1 − w̃i = αµc̃i + O(µ). (6.11)

Let us decomposẽwi−1 and w̃i in the “radial” and “tangent” directions to the ba
Si = {|bi| � b̄, |ci |� r}:

w̃i−1 = aic̃i + ui, with ui · c̃i = 0, (6.12)

−w̃i = a′i c̃i + u′i , with u′i · c̃i = 0. (6.13)

Since|c̃i−1|� |c̃i | = r, |c̃i+1|� |c̃i | = r, there results that

air
2 = w̃i−1 · c̃i � 0 and a′ir2 =−w̃i · c̃i � 0, (6.14)

so thatai, a′i � 0. Summing (6.12) and (6.13) and using (6.11) we obtain:(
ai + a′i

)
c̃i +

(
ui + u′i

)= O(µ)+ αµc̃i,

with ai, a
′
i ,−αµ � 0. This implies thatαµ = O(µ/r) and from Eq. (6.11) we get (6.9)(i)

We can now prove (6.9)(ii). Leti0 ∈ {1, . . . , k − 1} be such that∀1 � i � k − 1,
|w̃i0|� |w̃i |. For j ∈ {1, . . . , k − 1}, j �= i0 we can write w̃j = w̃i0 + sj with

sj =∑j−1
i=i0

(w̃i+1 − w̃i) and hence, by (6.9)(i)
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|sj |�
j−1∑

|w̃i+1 − w̃i |� Cµ|j − i0| (6.15)

at

nt

s

ction
i=i0

for some constantC > 0. Hence

c̃j − c̃i0 =
j−1∑
i=i0

w̃i

(
θ̃i+1 − θ̃i

)= w̃i0

(
θ̃j − θ̃i0

)+ j−1∑
i=i0

si
(
θ̃i+1 − θ̃i

)
(6.16)

and then by (6.15)

|c̃j − c̃i0|�
∣∣w̃i0

∣∣∣∣θ̃j − θ̃i0

∣∣−Cµ|j − i0|
∣∣θ̃j − θ̃i0

∣∣
= (|w̃i0| −Cµ|j − i0|

)∣∣θ̃j − θ̃i0

∣∣. (6.17)

Since |θ̃i+1 − θ̃i | > C1| lnµ| + O(1) (by (3.4)), ∀i = 1, . . . , k − 1, |θ̃j − θ̃i0| >

C1|j − i0| · | lnµ|. Take j̄ ∈ {1, . . . , k − 1} such that|j̄ − i0| = [(√µ
√| lnµ|)−1] + 1

(such aj̄ certainly exists since, by (5.7),k ≈ 1/µ for µ small). Then we obtain, using th
|c̃i |� r for all i = 1, . . . , k,

2r � |c̃j − c̃i0| �
(
|w̃i0| −C

√
µ√| lnµ| −Cµ

)
C1

√| lnµ|√
µ

,

i.e., |w̃i0| � (2r +CC1)
√
µ/(C1

√| lnµ| ) + Cµ. We have thus proved the importa
property (6.9)(ii). ✷
Remark 6.1.By (6.5),(ω̃i −ωi)= w̃i +O(µ/| lnµ|), so that, by (5.8), (6.9) implies

|ω̃i −ωi | = O

( √
µ√| lnµ|

)
, |ω̃i+1 − ω̃i | = O(µ). (6.18)

Note that, from (3.8), we would just obtain|ω̃i −ωi | = O(1/| lnµ|). (6.18) can be seen a
an a priori estimate satisfied by the minimum point(θ̃ , ϕ̃).

The following lemma proves the existence of a local minimum of the reduced a
functional in the interior ofW and hence of a true diffusion orbit.

Lemma 6.3.Let (b̃, c̃) be a minimum point ofFµ overW . Then(b̃, c̃) ∈W , namely

|c̃i |< r for all i ∈ {1, . . . , k} (6.19)

and

|b̃i |< b̄ for all i ∈ {1, . . . , k}. (6.20)
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Proof. By (6.9) we have||w̃i+1|2−|w̃i|2|� |w̃i+1− w̃i | · (|w̃i+1|+ |w̃i|)= O(µ3/2), and

sult,

e

ence

s
al the

ument

n”
hence, from (6.7) we derive:

∂biFµ(b̃, c̃)= µ∂bΓ̃
(
ωi, ηi + b̃i , ξi + c̃i

)+ O
(
µ3/2)+ Si. (6.21)

Let us first assume by contradiction that∃i such that|c̃i | = r and|b̃i |< b̄. In this case we
claim that

∂cΓ̃
(
ωi, ηi + b̃i, ξi + c̃i

) · c̃i � ν2/2 and
∣∣∂bΓ̃ (ωi, ηi + b̃i , ξi + c̃i

)∣∣� ν1/2 (6.22)

contradicting (6.1), since|ηi |, |ξi |� δ. Let us prove (6.22). Since(b̃, c̃) is a minimum point

∂ciFµ

(
b̃, c̃

) · c̃i = (w̃i−1 − w̃i ) · c̃i +µ∂cΓ̃
(
ωi, ηi + b̃i, ξi + c̃i

) · c̃i +Ri · c̃i
= αµc̃i · c̃i = αµr

2 � 0.

By (6.14) and (6.8) it follows that∂cΓ̃ (ωi, ηi + b̃i , ξi + c̃i ) · c̃i � ν2/2. Moreover since
|b̃i | < b̄ we have∂biFµ(b̃, c̃) = 0, and by (6.21), (6.8) it follows that|∂bΓ̃ (ωi, ηi + b̃i ,

ξi + c̃i )|� ν1/2 (providedµ is small enough). Estimate (6.22) is then proved. As a re
if (6.20) holds, so does (6.19).

Let us finally prove (6.20). If by contradiction∃i with |b̃i | = b̄, by (6.21), (6.8) and sinc
(b̃, c̃) is a minimum point, arguing as before, we deduce that∂bΓ̃ (ωi, ηi + b̃i , ξi + c̃i )×
sign(b̃i) � ν1/2. This contradicts (6.2) since|ηi |, |ξi |� δ. ✷
Proof of Theorem 1.1. Lemmas 6.3 and 2.3 imply the existence of a diffusion orbit

zµ(t) :=
(
ϕµ(t), qµ(t), Iµ(t),pµ(t)

)
with ϕ̇µ(θ̃1)= ωI +O(µ) andϕ̇µ(θ̃k)= ωI +O(µ) (zµ(·) connects a O(µ)-neighborhood
of TωI to a O(µ)-neighborhoodofTωF in the time-interval(τ1, τ2) whereτ1 := (θ̃1+ θ̃2)/2,
τ2 := (θ̃k−1 + θ̃k)/2). The estimate on the diffusion time is a straightforward consequ
of (5.13) and the fact that̃θ1,k = θ̄1,k + O(1). That dist(Iµ(t), γ ([0,L])) < η for all t ,
providedµ is small enough, results from (6.18) and the estimates of Lemma 2.1.

Finally we observe that, if the perturbation isµ(f +µf̃ ), then Lemma 2.1 still applie
with the same estimates. Moreover in the development of the reduced function
term containingµ2f̃ gives, in time intervalsθ̄i+1 − θ̄i � const.| lnµ|/√µ, negligible
contributions o(µ). Therefore the same variational proof applies.✷
Proof of Theorem 1.3. If the perturbation is of the formf (ϕ, q, t)= (1− cosq)f (ϕ, t),
by Remark 2.1(2), we can prove that the development (3.22) holds along any pathγ of the
action space (without any condition as (3.21)). Therefore the previous variational arg
applies. ✷

Forβ > 0 small letDβ
N be the set of frequencies “β-nonresonant with the perturbatio

Dβ
N := {ω ∈ Rd | |ω · n + l| > β, ∀0 < |(n, l)| � N}. If β becomes small withµ our
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estimate on the diffusion time required to approach to the boundaries ofC ∩Dβ
N slightly

lt.

orbit

t

e

for
wing

n

let

il-
deteriorates. In the same hypotheses as in Theorem 1.1 we have the following resu

Theorem 6.1. ∀R > 0, ∀0 � a < 1/4, there existsµ8 > 0 such that∀0 < µ � µ8,
∀ωI ,ωF ∈ C ∩ Dµa

N ∩ BR(0) there exist a diffusion orbit(ϕµ(t), qµ(t), Iµ(t),pµ(t)) of
(Sµ) and two instantsτ1 < τ2 with Iµ(τ1)= ωI + O(µ), Iµ(τ2)= ωF + O(µ) and

|τ2 − τ1| = O
(
1/µ1+a

)
. (6.23)

Proof. For simplicity we consider the case in whichβ(ωI )= O(µa) andβ(ωF )= O(1).
With respect to Theorem 1.1 we only need to prove the existence of a diffusion
connectingωI to some fixedω∗ lying in the same connected component ofDc

N ∩ BR(0)
containing ωI . In order to construct an orbit connectingωI to ω∗ we can define
ωi := ωI + i(ω∗ − ωI )/k, for 0 � i � k andk := [|ω∗ − ωI |/ρµ] + 1. We obtain tha
βj = β(ωj ) � C(µa + jρµ) for someC > 0 and we choosēθj+1 − θ̄j � const.β−2

j

verifying in this way the hypotheses of Lemma 3.5. IfωI belongs to someQM the
transition times| lnµ|/√µ needed to crossQM (see Lemma 5.2) still satisfy (3.21). W

finally obtain a diffusion timēθk − θ̄1 =∑k−1
j=1(θ̄j+1 − θ̄j )= O(1/µ1+a). ✷

7. The stability result and the optimal time

In this section we will prove, via classical perturbation theory, stability results
the action variables, implying, in particular, Theorem 1.2. We shall use the follo
notations: forl ∈ N, A ⊂ Cl and r > 0, we defineAr := {z ∈ Cl | dist(z,A) � r} and
Tl
s := {z ∈ Cl | | Imzj | < s, ∀1 � j � l} (thought of as a complex neighborhood ofTl ).

Given two bounded open setsB ⊂ C2, D ⊂ Cl andf (I,ϕ,p, q), real analytic function
with holomorphic extension onDσ ×Tl

s+σ ×Bσ for someσ > 0, we define the following
norm

‖f ‖B,D,s =
∑
k∈Zl

sup
(p,q)∈B
I∈D

∣∣f̂k(I,p, q)∣∣e|k|s,
where f̂k(I,p, q) denotes the k-Fourier coefficient of the periodic functio
ϕ → f (I,ϕ,p, q).

Let us consider HamiltonianHµ defined in (1.1) and assume thatf (I,ϕ,p, q, t),
defined in (1.2), is a real analytic function, possessing, for somer, r̄, r̃, s > 0, complex
analytic extension on{I ∈ Rd | |I |� r̄}r × Td

s × {p ∈ R | |p|� r̃}r × Ts × Ts .
It is convenient to write HamiltonianHµ in autonomous form. For this purpose

us introduce the new action-angle variables(I0, ϕ0) with t = ϕ0, that will still be de-
noted byI := (I0, I1, . . . , In) andϕ := (ϕ0, ϕ1, . . . , ϕn). Definingh(I) := I0 + |I |2/2 and
E := E(p,q) := p2/2 + (cosq − 1), Hµ is then equivalent to the autonomous Ham
tonian,

H :=H(I,ϕ,p, q) := h(I)+E(p,q)+µf (I,ϕ,p, q). (7.1)
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Clearly, HamiltonianH is a real analytic function, with complex analytic extension on

for

rium
{
I ∈ Rd+1

∣∣ |I |� r̄
}
r
× Td+1

s × {p ∈ R
∣∣ |p|� r̃

}
r
× Ts .

In the sequel we will denote byz(t) := (I (t), ϕ(t),p(t), q(t)) the solution of the Hamilton
equations associated to Hamiltonian (7.1) with initial conditionz(0)= (I (0), ϕ(0),p(0),
q(0)).

The proof of the stability of the action variables is divided in two steps:

(i) (Stability far from the separatrices of the pendulum:) prove stability in the region:

E1 := E+
1 ∪ E−

1 := {(I, ϕ,p, q) ∣∣ E(p,q) � µcd
}

∪ {(I, ϕ,p, q) ∣∣−2+µcd � E(p,q) � −µcd
}

in which we can apply the Nekhoroshev Theorem obtaining actually stability
exponentially long times,

(ii) (Stability close to the separatrices of the pendulum and to the elliptic equilib
point:) prove stability in the region:

E2 := E+
2 ∪ E−

2 := {(I, ϕ,p, q) ∣∣−2µcd � E(p,q) � 2µcd
}

∪ {(I, ϕ,p, q) ∣∣−2� E(p,q) � −2+ 2µcd
}

in which we use somead hocarguments,

where 0< cd < 1 is a positive constant that will be chosen later on, see (7.12).
We first prove (i). In the regions6 Ẽ±

1 := Πq,pE±
1 we first write the pendulum

HamiltonianE(p,q) in action-angle variables. In the region7 Ẽ+
1 ∪{p > 0} the new action

variableP is defined by the formula

P := P+(E) :=
√

2

π

π∫
0

√
E + (1+ cosψ)dψ,

while in the regioñE−
1 the new action variable is

P := P−(E)= 2
√

2

π

ψ0(E)∫
0

√
E + (1+ cosψ)dψ,

6 Πp,q denotes the projection onto the(p,q) variables.
7 The case withp < 0 is completely analogous.



M. Berti et al. / J. Math. Pures Appl. 82 (2003) 613–664 647

whereψ0(E) is the first positive number such thatE + (1+ cosψ0(E))= 0. We will use
ngle

a
1 of

ery
the following lemma, proved in [10], regarding the analyticity radii of these action-a
variables close to the separatrices of the pendulum.

Lemma 7.1.There exist intervalsD± ⊂ R, symplectic transformationsφ± = φ±(P,Q)

real analytic onD± × T with holomorphic extension onD±
r0
× Ts0 and functionsE± real

analytic onD± with holomorphic extension onD±
r0

such thatφ±(D± × T)= Ẽ±
1 and

E
(
φ±(P,Q)

)=E±(P ),

with r0 = constµcd and s0 = const/| lnµ|. Moreover, forE bounded, the following
estimates on the derivatives hold8

dE±

dP
(P±(E))≈ ln−1

(
1+ 1√|E|

)
, (7.2)

±d2E±

dP 2 (P±(E))≈ 1

|E| ln−3
(

1+ 1√|E|
)
. (7.3)

After this change of variables HamiltonianH becomes

H± :=H±(I, ϕ,P,Q) := h±(I,P )+µf±(I, ϕ,P,Q)

:= h(I)+E±(P )+µf±(I, ϕ,P,Q),

wheref±(I, ϕ,P,Q) := f (I,ϕ,φ±(P,Q)).

7.1. Stability in the regionE+
1

In the regionE+
1 , the proof of the stability of the actions variables follows by

straightforward application of the Nekhoroshev Theorem as proved in Theorem
[19]. In order to apply such theorem we need some definitions. Forl,m > 0, a function
h := h(J ) is said to bel,m-quasi-convexonA⊂ Rd+1, if at every pointJ ∈A at least one
of the inequalities ∣∣〈h′(J ), ξ 〉∣∣> l|ξ |, 〈

h′′(J )ξ, ξ
〉
� m|ξ |2

holds for eachξ ∈ Rd+1. Using the previous lemma it is possible to prove that, for ev
r̄ > 0, the Hamiltonianh+ is l,m-quasi-convexin the setS :=D+

r0
×{I ∈ Rd+1 | |I |� r̄}r0

with l,m= O(1). In the previous set also holds∥∥(h+)′′
∥∥=:M = O

(
µ−cd ln−3(1/µ)

)
,

∥∥(h+)′
∥∥=:Ω0 = O(1).

8 If f (x), g(x) are positive function, with the symbolf ≈ g we mean that∃c1, c2 > 0 such thatc1g(x) �
f (x) � c2g(x), ∀x.
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Putting

cause
hev
ct the

e

e

ε := µ‖f+‖S,s0 = O(µ), α := (1− 2cd(d + 3))

2(d + 2)
,

ε0 := 2−10r2
0m

(
m

11M

)2(d+2)

= O
(
µ2cd(d+3) ln6(d+2)(1/µ)

)
,

we obtain that, if the initial data(I (0), ϕ(0),p(0), q(0))∈ E+
1 , that isP(0) ∈D+, then∣∣I (t)− I (0)

∣∣� const.µα ln−3(1/µ), for

|t|� const.exp
(
const.µ−α ln2(1/µ)

)
. (7.4)

If cd < 1/2(d + 3) thenα > 0 and we obtain stability for exponentially long times.

7.2. Stability in the regionE−
1

In the regionE−
1 we cannot use the Nekhoroshev Theorem as proved in [19], be

E− is concave and soh− is not quasi-convex. However we can still apply the Nekhoros
Theorem in its original and more general form as proved in [17] (see also [18]); in fa
functionh− proves to besteep(see Definition 1.7.C, p. 6 of [17]).

For simplicity we prove thesteepnessof the functionh− in the cased = 1 only. In
this caseh− = h−(I0, I1,P ) = I0 + I2

1/2+ E−(P ). We need more informations on th
functionE−. In the following, in order to simplify the notation, we will forget the apex−
writing, for example,E =E− andP = P−.

By (1.11) of [17], since∇h− �= 0, a sufficient condition forh− to be steep is that th
system

η1 + Iη2 +E′(P )η3 := 0, η2
2 +E′′(P )η2

3 := 0, E′′′(P )η3
3 := 0, (7.5)

has no real solution apart from the trivial oneη1 = η2 = η3 = 0.
Making the change of variableψ = arccos(1− Ẽ + ξẼ), whereẼ =E + 2, we get9

Ṗ (E)=
1∫

0

F1(ξ;E)dξ, P̈ (E)= 3−1/2

1∫
0

F2(ξ;E)dξ,

...
P (E)=

1∫
0

F3(ξ;E)dξ, (7.6)

where

9 We will denote with “̇ ” the derivative with respect toE, and with “ ′ ” the derivative with respect toP.
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F1(ξ;E) :=
√

2√ √ √ , F2(ξ;E) :=
√

6
√

1− ξ√
3/2

,

l

ts
for

n in
ing

ich are
at
at
π ξ 1− ξ Ẽξ −E 2π ξ(Ẽξ −E)

F3(ξ;E) := 3
√

2(1− ξ)3/2

4π
√
ξ(Ẽξ −E)5/2

. (7.7)

From the equationE(P(E))=E, deriving with respect toE, we obtain that

E′′′(P(E)
)=−(Ṗ (E)

)−5[
Ṗ (E)

...
P (E)− 3

(
P̈ (E)

)2]
.

We want to prove that

E′′′(P(E)
)
< 0, (7.8)

for everyE with −2 < E < 0. This is equivalent to prove thaṫP (E)
...
P (E) > 3(P̈ (E))2.

Using (7.7) we see thatF1F3 = F 2
2 and hence, noting thatF3(ξ;E) is not proportiona

to F1(ξ;E) for everyE fixed, we conclude that
∫
F1
∫
F3 > (

∫
F2)

2 by a straightforward
application of Cauchy–Schwartz inequality and (7.8) follows from (7.6).

By (7.8) the unique solution of the system (7.5) is the trivial oneη1 = η2 = η3 = 0,
hence the functionh− is steep. It is simple to prove that the so-calledsteepness coefficien
andsteepness indices(see again Definition 1.7.C, p. 6 of [17]) can be taken uniformly
−2+µcd � E �−µcd : that is they do not depend onµ.

Now we are ready to apply the Nekhoroshev Theorem in the formulation give
Theorem 4.4 of [17]. In order to use the notations of [17] we need the follow
substitutions:10

(I,P )→ I, (ϕ,Q)→ ϕ, H− →H, h− →H0, µf− →H1, r0 → ρ,{
I ∈ Rd+1

∣∣ |I | � r̄
}×D− →G,

{
I ∈ Rd+1

∣∣ |I | � r̄
}
r0
× Td+1

s0
×D+

r0
× Ts0 → F.

Definingm := supF ‖∂2H0/∂I
2‖ and remembering (7.3) and the definition ofr0, we have:

m � const.µ−cd ln−3(1/µ), ρ = const.µcd . (7.9)

In order to apply the theorem we have only to verify the following condition,

M := sup
F

|H1|<M0, (7.10)

whereM0 depends only on the steepness coefficients and steepness indices (wh
independent ofµ) and onm andρ (which depend onµ). Moreover we use the fact th
the dependence ofM0 onm andρ is, “polynomial” (although it is quite cumbersome): th

10 We observe that we do not need to introduce the(p,q) variables so in our caseC =+∞.
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is there exist constantc̃d , c̄d > 0 such thatM0(m,ρ) � const.m−c̃d ρc̄d (see Section 6.8 of

[17],

of
[18]). So condition (7.10) becomes, using (7.9),

µ � const.µcd(c̃d+c̄d ) ln3c̃d (1/µ),

which is verified choosingcd < (c̃d + c̄d )
−1.

Now we can apply the Nekhoroshev Theorem as formulated in Theorem 4.4 of
obtaining that if(I (0), ϕ(0),p(0), q(0))∈ E−

1 then

∣∣I (t)− I (0)
∣∣� d/2 :=Mb/2= O

(
µb
)

∀|t| � T := 1

M
exp

(
1

M

)a

= O

(
1

µ
exp

(
1

µ

)a)
, (7.11)

wherea, b > 0 are some constants depending only on the steepness propertiesH0.
Finally, choosing

cd < min
{
(2d + 6)−1, (c̃d + c̄d )

−1}, (7.12)

we have proved the exponential stability in the regionE1.

7.3. Stability in the regionE+
2

In the following we will denoteI∗ := (I1, . . . , Id ) the projection on the lastd
coordinates. We shall prove the following lemma:

Lemma 7.2.∀κ > 0, ∃κ0,µ8 > 0 such that∀0< µ � µ8, if (I (t), ϕ(t),p(t), q(t)) ∈ E+
2

for 0< t � T , then

∣∣I∗(t)− I∗(0)
∣∣� κ

2
∀t � min

{
κ0

µ
ln

1

µ
,T

}
.

It is quite obvious that for initial conditions(I (0), ϕ(0),p(0), q(0)) ∈ E+
2 , Theorem 1.2

follows from Lemma 7.2 and the exponential stability in the regionE1.
In order to prove Lemma 7.2 let us define, for some fixed 0< δ < π/4, the following

two regions in the phase space:U := {(I, ϕ,p, q) | |q| � δ mod 2π, |E(p,q)| � 2µcd }
andV := {(I, ϕ,p, q) | |q|> δ mod 2π, |E(p,q)|� 2µcd }. We first note that11

z(t) ∈ V ∀t1 < t < t2,
∣∣q(t1)∣∣, ∣∣q(t2)∣∣= δ mod 2π

⇒ t2 − t1 < c1,
∣∣I (t2)− I (t1)

∣∣� c2(t2 − t1)µ. (7.13)

11 In the following we will useci to denote some positive constant independent onµ.
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Indeed in this case∀t1 < t < t2, c3 � |q̇(t)| � c4. This implies thatt2 − t1 � c1 and then,
˙ e

ly

lum
2]).

vely

-

n

at

ectic

f [12]).
integrating the equation of motionI =−µ∂ϕf in (t1, t2), we immediately get (7.13). W
also claim that

∀t1 < t < t2, z(t) ∈ U and
∣∣q(t1)∣∣, ∣∣q(t2)∣∣= δ mod 2π ⇒ t2 − t1 � c5| lnµ|. (7.14)

We denote witht iU (respectivelyt iV ) theith time for which the orbit enters in (respective
goes out from)U , so thatt iU < tiV < ti+1

U < ti+1
V for 0 � i � i0. From (7.14) it follows

that i0 � c6κ0/µ and, from (7.13), that the timeTV spent by the orbit in the regionV is
bounded byc7κ0/µ.

In order to prove (7.14) we use the following normal form result for the pendu
HamiltonianE(p,q) in a neighborhood of its hyperbolic equilibrium point (see, e.g., [1

Lemma 7.3.There existR, δ̃ > 0, an analytic functiong, with g′(0)=−1 and an analytic
canonical transformation

Φ :B → {|p| � δ̃
}× {|q|� δ mod 2π

}
whereB := {|P |, |Q| � R

}
,

such thatE(Φ(P,Q))= g(PQ).

In the coordinates(Q,P ) the local stable and unstable manifolds are respecti
Ws

loc = {P = 0} andWu
loc = {Q= 0} and Hamiltonian (7.1) writes as

H̃ := H̃ (I,ϕ,P,Q) := h(I)+ g(PQ)+µf̃ (I,ϕ,P,Q)

wheref̃ (I, ϕ,P,Q) := f (I,ϕ,Φ(P,Q)).

We are now able to prove (7.14). Certainly there exists an instantt∗1 ∈ [t1, t2) for
which (p(t∗1 ), q(t∗1)) ∈ Φ(B) but, ∀t1 < t < t∗1 , (p(t), q(t)) /∈ Φ(B). It follows that,
if we take the representantq(t1) ∈ [−δ, δ], thenp(t∗1 )q(t∗1) < 0. We will denote with
Z(t) := (I (t), ϕ(t),P (t),Q(t)) = (I (t), ϕ(t),Φ−1(p(t), q(t))) the corresponding solu
tion of the Hamiltonian system associated tõH . From the fact that|q(t∗1)| = δ or
(p(t∗1 ), q(t∗1)) ∈ ∂Φ(B) and that|g(PQ)| � µcd , p(t∗1 )q(t∗1) < 0, it follows that|P(t∗1 )|�
c8µ

cd and|Q(t∗1 )|� c9.

In the same way there exists an instantt∗2 with t1 < t∗1 < t∗2 < t2 for which
(P (t∗2 ),Q(t∗2 )) ∈ B but, ∀t > t∗2 (P (t),Q(t)) /∈ B; in particular it results|P(t∗2 )| � c10.

We claim that t∗2 − t∗1 � c11ln(1/µ). IndeedP(t) satisfies the Hamilton’s equatio
Ṗ (t) = −g′(P (t)Q(t))P (t) − µ∂Qf̃ (I (t), ϕ(t),P (t),Q(t)) with initial condition
|P(t∗1 )| � c8µ

cd . Since |P(t∗2 )| � c10, we can derive from Gronwall’s lemma th
t∗2 − t∗1 � c11 ln(1/µ), which implies (7.14).

By the following normal-form lemma there exists a close to the identity sympl
change of coordinates removing the nonresonant anglesϕ in the perturbation up to O(µ2).
It can be proved by standard perturbation theory (see for similar lemmas Section 5 o

Lemma 7.4.Letβ > 0. There existR,ρ > 0 so small that, definingλ := min|ξ |�R2 |g′(ξ)|,
S := max|ξ |�R2 |g′′(ξ)|, thenλ � 2SR2 andρ � min{λ/4N, R2/8s, β/2N,r}. LetΛ be
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a sublattice ofZd+1. LetD ⊂ Rd+1 be bounded andβ-nonresonant modΛ, i.e.,∀I ∈D,
d+1 ∗

a-

the
n

the
ks used

t

t

h ∈ Z \Λ, |h|� N it results|(1, I ) · h| � β. Suppose that

ε := µ
∥∥f̃ ∥∥

B,D,s
� 2−11β∗ρs, (7.15)

where12 D :=Dρ , β∗ := min{β,λ/2}. Then there exists an analytic canonical transform
tion:

Ψ :D × Td+1
s/4 ×B →D × Td+1

s ×B,

(I ,ϕ,P ,Q)  → (I, ϕ,P,Q),
(7.16)

with B := {|P |, |Q|� R/8}, D :=Dρ/4, such that

H :=H
(
I ,ϕ,P ,Q

) := H̃ ◦Ψ = h
(
I
)+ ḡ

(
I , ϕ,PQ

)+ f̄
(
I ,ϕ,P ,Q

)
with ḡ(I , ϕ, ξ) := g(ξ) + f ∗(I , ϕ, ξ), f ∗(I , ϕ, ξ) = ∑

h∈Λ, |h|�N f ∗
h (I , ξ)eih·ϕ and

‖f ∗‖B,D,s/4 � ε. Moreover the following estimates hold

∣∣I − I
∣∣� 24ε

β∗s
,

∣∣P − P
∣∣, ∣∣Q−Q

∣∣� 25ε

Rβ∗
,

∥∥f̄ ∥∥
B,D,s/4 � 29ε2

β∗ρs
. (7.17)

Let L be the (finite) set of the maximal sublatticesΛ = 〈h1, . . . , hs〉 ⊂ Zd+1 for some
independenthi ∈ Rd+1 with |hi | � N for i = 1, . . . , s � d . For Λ ∈ L we define the
Λ-resonant frequenciesRΛ := {I∗ ∈ Rd | (1, I∗) · h = 0, ∀h ∈ Λ} and the set of the
s-order resonant frequenciesZs :=⋃dimΛ=s R

Λ.
Settinghi = (li , ni) with li ∈ R, ni ∈ Rd , we remark that ifRΛ �= ∅ thenn1, . . . , ns are

independent. We also define the(d − s)-dimensional linear subspace (associated with
affine subspaceRΛ) LΛ :=⋂s

i=1n
⊥
i ⊂ Rd and we denote byΠΛ the orthogonal projectio

from Rd ontoLΛ.

SinceL is a finite set,α := minΛ∈L minn∈Zd ,|n|�N,ΠΛn�=0 |ΠΛn| is strictly positive.
We now perform a suitable version of the standard “covering lemma” in which

whole frequency space is covered by nonresonant zones. The fundamental bloc
to construct this covering will ber-neighborhoods of anyRΛ, i.e., RΛ

r := {I∗ ∈ Rd |
dist(I∗,RΛ) � r} for suitable r > 0 depending on dimΛ. Let rd > 0 be such tha
(d + 1)rd < c12κ, for somec12 sufficiently small to be determined. For 1� s � d − 1
we can define recursively numbersrs sufficiently small such that 0< rs < αrs+1/2N ,
verifying13

dimΛ= dimΛ′ = s, RΛ �= RΛ′ ⇒ RΛ
(s+1)rs ∩RΛ′

(s+1)rs ⊂
d⋃

i=s+1

Zi
ri
. (7.18)

12 B andD are thought as complex domains, as in the sequelB andD.
13 Assumption (7.18) means that, in order to go from a neighborhood of a(d− s)-order resonance to a differen

one, we have to pass through an higher-order dimensional one.
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We also define, for 1� s � d − 1,

the

e

:

ct
S0 := Rd
∖( d⋃

i=1

Zi
2ri

)
and Ss :=Zs

(s+1)rs

∖( d⋃
i=s+1

Zi
(s+2)ri

)
,

i.e., thes-order resonances minus the higher-order ones. We claim thatRd = S0 ∪ · · · ∪
Sd−1 ∪Zd

(d+1)rd
is the covering that we need. We also define

S0 ⊂ S0∗ := Rd
∖( d⋃

i=1

Zi
ri

)
and Ss ⊂ Ss∗ :=Zs

(s+1)rs

∖( d⋃
i=s+1

Zi
(s+1)ri

)
.

If the orbit lies near a certainRΛ (but far away from higher-order resonances) then
following lemma says that the drift of the actionsI∗ in the direction which is parallel to
RΛ is small.

Lemma 7.5.Suppose thatI∗(0) ∈ Ss , I∗(t) ∈ Ss∗ and |I∗(t)| � r̄ + r/2, ∀0 � t � T ∗
for someT ∗ � κ0| lnµ|/µ and 0 � s � d − 1. Then, if s � 1, there exists a sublattic
Λ ⊂ Zd+1, dimΛ = s such thatI∗(t) ∈ RΛ

(s+1)rs
\ (
⋃d

i=s+1Z
i
(s+1)ri

), ∀0 � t � T ∗.

Moreover ifκ0 is sufficiently small14

∣∣ΠΛ
(
I∗(t)− I∗(0)

)∣∣� r1/2 ∀0 � t � T ∗ (7.19)

and hence, fors � 1, |I∗(t)− I∗(0)|� 2(s + 1)rs + r1/2. In particular for I∗(0) ∈ S0 we
have that|I∗(t)− I∗(0)|� r1/2, ∀0 � t � T ∗.

Proof. In the cases = 0 we takeΛ = {0}. The existence ofΛ is trivial because
I∗(0) ∈ Ss and henceI∗(0) ∈ RΛ

(s+1)rs
for someΛ ∈ L with dimΛ = s. The fact that

I∗(t) ∈ RΛ
(s+1)rs

\ (
⋃d

i=s+1Z
i
(s+1)ri

), ∀0 � t � T ∗, follows from I∗(t) ∈ Ss∗, ∀0 � t � T ∗

and (7.18). Now we want to apply Lemma 7.4 withβ := αr1/2 andD := RΛ
(s+1)rs

\
(
⋃d

i=s+1Z
i
(s+1)ri

). We have to verify thatD is β-nonresonant modΛ. Fix |h0| � N ,
h0 = (l0, n0) /∈ Λ (respectively�= 0 for s = 0). We first estimate|l0 + n0 · I∗0 | for all

I∗0 ∈D0 :=RΛ \(⋃d
i=s+1Z

i
(s+1)ri

). If Λ′ :=Λ⊕〈h0〉 andn∗0 :=ΠΛn0 we have two cases
n∗0 �= 0 or n∗0 = 0. If n∗0 �= 0 we can perform the following decomposition:I∗0 = I∗1 + v

with I∗1 ∈ RΛ′
, v ∈ LΛ and moreover15 v = ±|v|n∗0/|n∗0|. SinceI∗0 /∈ (

⋃d
i=s+1Z

i
(s+1)ri

)

thenI∗0 /∈ ZΛ′
(s+1)rs+1

and, hence|v| � (s + 1)rs+1. Using the previous estimate, the fa
thatI∗1 ∈Λ′ and|n∗0|� α, we conclude that

14 In the cases = 0 ΠΛ is simply the identity onRd .
15 We observe that dist(I∗0 ,RΛ′

)= |v|.
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∣∣l0 + n0 · I∗0
∣∣= ∣∣(l0 + n0 · I∗1

)+ n0 · v
∣∣= |n0 · v| =

∣∣n∗0 · v∣∣= |v|∣∣n∗0∣∣

t

e fact
tion

.5

ct by

crease
� α(s + 1)rs+1. (7.20)

Now we consider the case in whichn∗0 = 0. In this case it is simple to see thath0 =
(l′,0)+ h whereh ∈Λ andl′ ∈ Z \ {0}. So|l0+ n0 · I∗0 | = |l′| � 1. Now we can prove tha
|l0 + n0 · I∗| � β for all I∗ ∈ D. In fact I∗ = I∗0 + u with I∗0 ∈ D0 and |u| � (s + 1)rs.
Using (7.20) andrs < αrs+1/2N , we have

|l0 + n0 · I∗|�
∣∣l0 + n0 · I∗0

∣∣− |n0 · u|� α(s + 1)rs+1 −N(s + 1)rs

� α(s + 1)rs+1/2� β,

proving thatD is β-nonresonant modΛ. Finally we can verify (7.15) ifµ8 is sufficiently
small. Now we are ready to apply Lemma 7.4 in order to prove (7.19). Using (7.13), th
thatf ∗ contains only theΛ-resonant Fourier coefficients, (7.17) and Hamilton’s equa
for H we have:

∣∣ΠΛ
(
I∗(t)− I∗(0)

)∣∣� c2TV µ+ c13µ
2(κ0| lnµ|/µ)+ c14i0µ

� c2c7κ0 + c13µκ0| lnµ| + c14c6κ0 � r1/2

if κ0 andµ8 are sufficiently small. ✷
Proof of Lemma 7.2. Suppose first that|I∗(t)| � r̄ + r/2 ∀0 � t � κ0| lnµ|/µ. If
I∗(0) ∈ Zd

(d+1)rd
and I∗(t) ∈ Zd

(d+1)rd
∀0 � t � κ0| lnµ|/µ then |I∗(t) − I∗(0)| �

2(d+1)rd and the lemma is proved ifc12< 1/4. Otherwise we can suppose thatI∗(0) ∈ Ss

for some 0� s � d − 1. If I∗(t) ∈ Ss∗ ∀0 � t � κ0| lnµ|/µ then we can apply Lemma 7
proving the lemma forc12 small enough. Suppose that∃0 < T ∗ < κ0| lnµ|/µ such that
I∗(t) ∈ Ss∗ ∀0 � t < T ∗ but I∗(T ∗) /∈ Ss∗. We will prove that

I∗(T ∗) ∈ S0 ∪ · · · ∪ Ss−1 (7.21)

that means that the orbit can only enter in zones that are “less” resonant. In fa
Lemma 7.5 we see thatI∗(T ∗) /∈ ⋃d

i=s+1Z
i
(s+1)ri

, moreover, sinceI∗(T ∗) /∈ Ss∗, we

have thatI∗(T ∗) /∈ Zs
(s+1)rs

and henceI∗(T ∗) /∈⋃d
i=s Z

i
(s+1)ri

. If I∗(T ∗) ∈ S0 we have

finished. If I∗(T ∗) /∈ S0 then I∗(T ∗) ∈ ⋃s−1
i=1 Zi

2ri
⊆⋃s−1

i=1 Zi
(i+1)ri

. If I∗(T ∗) ∈ S1 we

have finished. IfI∗(T ∗) /∈ S1 then I∗(T ∗) /∈ Z1
2r1

\ ⋃d
i=2Z

i
3ri

and henceI∗(T ∗) ∈⋃s−1
i=2 Zi

(i+1)ri
. Iterating this procedure we prove (7.21).

The conclusion is that if the order of resonance changes along the orbit, it can de
only so that the orbit may eventually arrive in the completely nonresonant zoneS0 where
there is stability. Considering the “worst” case, i.e., whenI∗(0) ∈ Zd

(d+1)rd
and the orbit

arrives inS0, summing all the contributions from Lemma 7.5, we have that, ifc12 is
sufficiently small,
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∣∣I∗(t)− I∗(0)
∣∣� 2(d + 1)rd +

d−1∑(
2(s + 1)rs + r1/2

)+ r1/2

d of

-

.

eated
s=1

=
d∑

s=1

2(s + 1)rs + dr1/2 � κ/2. (7.22)

In order to conclude the proof of the lemma we have only to prove that if|I∗(0)|� r̄ then
|I∗(t)| � r̄ + r/2 ∀0 � t � κ0| lnµ|/µ. This is an immediate consequence of (7.22) an
the fact thatκ � r. ✷
7.4. Stability in the regionE−

2

If, for all t � 0 (p(t), q(t)) ∈ E−
2 , then it follows easily that|p(t)|, |q(t) − π | =

O(µcd/2). Then, definingf1(I, ϕ) := f (I,ϕ,0,π) andf2(I, ϕ, t) :=µ−cd/2[f (I,ϕ,p(t),

q(t))−f1(I, ϕ)], it results that|∂I f2(I, ϕ; t)|, |∂ϕf2(I, ϕ; t)|� const. Clearly if (I (t), ϕ(t),
q(t),p(t)) is a solution of (7.1) then(I (t), ϕ(t)) is solution of Hamiltonian

H1 :=H1(I, ϕ; t) := h(I)+µf1(I, ϕ)+µ1+(cd/2)f2(I, ϕ; t).

Now16 one can construct, in the standard way, an analytic symplectic mapΦ : (I, ϕ) →
(I, ϕ) with |I − I | = O(µ/β), and two analytic functions̄h, f̄ such that[h + µf1] ◦
Φ(I ,ϕ)= h̄(I )+ f̄ (I , ϕ) with ‖f̄ ‖ = O(µ2). Definingf3 := f3(I , ϕ; t) := f2(Φ(I,ϕ); t)
we also get that|∂I f3(I , ϕ; t)|, |∂ϕf3(I , ϕ; t)| � const./β. The solutions of the Hamil
tonianH1 are symplectically conjugated, viaΦ−1, to the solutions of the Hamiltonian

H2 :=H2
(
I ,ϕ; t) := h̄

(
I
)+ f̄

(
I ,ϕ

)+µ1+(cd/2)f3
(
I ,ϕ; t)

for which we obtain, directly from Hamilton’s equations, the estimates:∣∣I (t)− I (0)
∣∣� const.µcd/4, ∀|t|� const.µ−1−cd/4.

It follows that, if (I (0), ϕ(0),p(0), q(0)) ∈ E−
2 , then

∣∣I (t)− I (0)
∣∣� ∣∣I (t)− I(t)

∣∣+ ∣∣I (t)− I (0)
∣∣+ ∣∣I(0)− I (0)

∣∣
� const.µcd/4, ∀|t|� const.µ−1−cd/4

(if at some instantt the solutionz(t) escapes outsideE−
2 it is exponentially stable in time)

Finally, from the previous steps, we can conclude that there existsµ1 > 0 such that
0<µ � µ1 Theorem 1.2 holds.

16 For brevity we prove only the case in whichI (0) is in a nonresonant zone. The resonant case can be tr
as inE+2 .
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Appendix A

.1).
ential
o
)
y

Proof of Lemma 2.1. We shall use the following lemma:

Lemma A.1.There existsT0 > 0 such that,∀T � T0, for all continuous

f : [−1, T + 1]→ R,

there exists a unique solutionh of

−ḧ+ cosQT (t)h= f, h(0)= h(T )= 0. (A.1)

The Green operatorG :C0([−1, T +1])→C2([−1, T +1]) defined byG(f ) := h, satisfies

max
t∈[−1,T+1]

∣∣h(t)∣∣+ ∣∣ḣ(t)∣∣� C max
t∈[−1,T+1]

∣∣f (t)
∣∣ (A.2)

for some positive constantC independent ofT .

Proof. We first note that the homogeneous problem (A.1) (i.e.,f = 0) admits only the
trivial solutionh = 0. This immediately implies the uniqueness of the solution of (A
The existence result follows by the standard theory of linear second-order differ
equations. We now prove that any solutionh of (A.1) satisfies (A.2). It is enough t
show that maxt∈[−1,T+1] |h(t)| � C′ maxt∈[−1,T+1] |f (t)|. Indeed we obtain by (A.1
that maxt∈[−1,T+1] |h(t)| + |ḧ(t)| � (2C′ + 1)maxt∈[−1,T+1] |f (t)| and, by elementar
analysis, this implies (A.2) for an appropriate constantC.

Arguing by contradiction, we assume that there exist sequences(Tn)→∞, (fn), (hn)

such that

−ḧn + cosQTn(t)hn = fn, hn(0)= hn(Tn)= 0,

|hn|n := max
t∈[−1,Tn+1]

∣∣hn(t)
∣∣= 1, |fn|n → 0.

By the Ascoli–Arzela Theorem there existsh ∈ C2([−1,∞),R) such that, up to a
subsequence,hn → h in the topology ofC2 uniform convergence in[−1,M] for all M > 0.
SinceQTn → q0 − 2π uniformly in all bounded intervals of[−1,∞), we obtain that

−ḧ+ cosq0(t)h= 0, h(0)= 0, sup
t∈[−1,∞)

∣∣h(t)∣∣� 1. (A.3)

Now the solutions of the linear differential equation in (A.3) have the formh = K1ξ +
K2ψ , where (K1,K2) ∈ R2, ξ(t) = q̇0(t) = 2/cosht and ψ(t) = 1

4(sinht + t/cosht)
satisfiesψ̇ξ − ξ̇ψ = 1. The bound onh implies thatK2 = 0 andh(0) = 0 implies that
K1 = 0. Henceh = 0. In the same way we can prove thathn(· − Tn) → 0 uniformly in
every bounded subinterval of(−∞,1].
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Now let us fixt̄ such that for alln large enough, for allt ∈ [t̄ , Tn − t̄], cosQTn(t) � 1/2
ts

rty

g

ion of
e

(t̄ does exist because of(2.4)). By the previous step, forn large enough, there exis
a maximum pointtn ∈ (t̄, Tn − t̄ ) of h2

n(t), i.e., h2
n(tn) = |hn|2n = 1. Then ˙(h2

n)(tn) =
2hn(tn)ḣn(tn)= 0 and ¨(h2

n)(tn)= 2ḧn(tn)hn(tn)+ 2ḣ2
n(t) � 0. By the differential equation

satisfied byhn, we can derive from the latter inequality that cosQTn(tn)h
2
n(tn) �

fn(tn)hn(tn), i.e., cosQTn(tn) � fn(tn), which, forn large enough, contradicts the prope
of t̄ and the fact that|fn|n → 0. ✷

Now we can deal with the existence result of Lemma 2.1. LetT := (θ− − θ+), ω =
(ϕ− − ϕ+)/T , ϕ(t) := ω(t − θ+)+ ϕ+. In the following we callci constants dependin
only onf . We are searching for solutions(ϕ, q) of (2.1) withϕ(θ±)= ϕ±, q(θ±)=∓π ,
in the following form: {

ϕ(t)= ω(t − θ+)+ ϕ+ + v(t − θ+),
q(t)=QT (t − θ+)+w(t − θ+).

Hence we need to find a solution, in the time intervalI := [−1, T + 1], of the following
two equations:{

v̈(t)=−µ
[
Fϕ(v,w)

]
(t), v(0)= v(T )= 0,[

L(w)
]
(t)= [G(v,w)

]
(t) := −[S(w)

]
(t)+µ

[
Fq(v,w)

]
(t), w(0)=w(T )= 0,

(A.4)

where

[
Fϕ(v,w;λ,µ)

]
(t) := ∂ϕf

(
ωt + ϕ+ + v(t),QT (t)+w(t), t + θ+

)
,[

Fq(v,w;λ,µ)
]
(t) := ∂qf

(
ωt + ϕ+ + v(t),QT (t)+w(t), t + θ+

)
,[

S(w)
]
(t) := sin

(
QT (t)+w(t)

)− sin
(
QT (t)

)− cos
(
QT (t)

)
w(t),[

L(w)
]
(t) := −ẅ(t)+ cosQT (t)w(t).

We want to solve (A.4) as a fixed point problem. By Lemma A.1, the second equat
(A.4) can be writtenw = K := G(−S + µFq). Moreover the first equation (A.4) can b
written

v(t)= J (t) := [J (v,w;λ,µ)
]
(t) := J(t)− J(0)(T − t)+ J (T )t

T
, (A.5)

where, settingFϕ(s)= Fϕ(v(s),w(s)),

[
J(v,w;λ,µ)

]
(t) := −µ

t∫
T/2

x∫
T/2

Fϕ(s)ds dx.
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Let us consider the Banach spaceZ = V ×W := C1(I ;Rd)× C1(I ;R), endowed with

at,
the norm‖z‖ = ‖(v,w)‖ := max{‖v‖V , ‖w‖W }, defined by:

‖v‖V := sup
t∈I
[∣∣v(t)∣∣(1+ c1µT 2)−1

β2 + ∣∣v̇(t)∣∣β],
‖w‖W := sup

t∈I
[∣∣w(t)

∣∣+ ∣∣ẇ(t)
∣∣]. (A.6)

A fixed point of the operatorΦ :Z → Z defined∀z ∈ Z as Φ(z) := Φ(z;λ,µ) :=
(J (z),K(z)) is a solution of (A.4). We shall prove in the sequel thatΦ is a contraction in
the ball17 D :=Bc̄µ(Z) for an appropriate choice ofc̄, c1,C0, providedµ is small enough.

We have|[S(w)](t)| � w2(t), so that∀t, |[G(v,w)](t)| � c̄2µ2 + c4µ. Now, choosing
first c̄ sufficiently large and thenµ sufficiently small, we can conclude using (A.2) th
if z ∈D, ‖K(z)‖W � c̄µ/4. Now we study the behavior ofJ. Let us first considerJ . We
define:

fnl(t) := fnl
(
QT (t)+w(t)

)
, gnl(t) := f ′

nl

(
QT (t)+w(t)

)
,

αnl := n · ϕ+ + lθ+, βnl := n ·ω+ l.

For t ∈ [−1, T + 1], z ∈D, we want to estimate:

J̇ (t)=−µ

t∫
T/2

Fϕ =−µ
∑

|(n,l)|�N

ineiαnl

t∫
T/2

fnl(s)ein·v(s)eiβnls ds.

Integrating by parts, we obtain:

−iβnl

t∫
T/2

fnl(s)ein·v(s)eiβnls ds

= fnl(T /2)ein·v(T/2)eiβnlT /2 − fnl(t)ein·v(t) eiβnl t (A.7)

+
t∫

T/2

gnl(s)Q̇T (s)e
in·v(s)eiβnls ds (A.8)

+
t∫

T/2

(
gnl(s)ẇ(s)+ fnl(s)in · v̇(s))ein·v(s) eiβnls ds. (A.9)

By (2.4), the term (A.8) is bounded byc5 max{e−K2t , e−K2(T−t )}. Hence, forz ∈D,

17 If X is a Banach space andr > 0 we defineBr(X) := {x ∈X | ‖x‖ � r}.
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t∫
F = u(t)− u(T /2)+R(t),

unded
y

T/2

ϕ

with
∣∣R(t)

∣∣� c6

β

[
max

{
e−K2t ,e−K2(T−t )

}+ c̄

(
µ+ µ

β

)
T

]
, (A.10)

whereu(t)=∑(n/βnl)eiαnl fnl(t)ein·v(t)eiβnl t .
So we can writeJ(t)= j (t)+µ(t − T/2)u(T /2), where

j (t)=
t∫

T/2

−µu(s)ds +
t∫

T/2

−µR(s)ds.

By the bound ofR(t) given in (A.10), the second integral can be bounded byc7(µ/β)[1+
c̄T 2µ/β]. Integrating once again by parts as above, we find that the first integral is bo
by c8(µ/β2)[1+ c̄(µT/β)], hence, by the condition imposed onµT , it can be bounded b
µc̄/8β2, provided thatC0 has been chosen small enough andc̄ is large enough. Hence

∣∣j (t)∣∣� µc̄

β2

[
c7

c̄
+ c7µT 2 + 1

8

]
.

In addition ∣∣∣∣ d

dt
j (t)

∣∣∣∣= µ
∣∣u(t)+R(t)

∣∣� c10
µc̄

β

(
1

c̄
+ µT

β

)
.

As a result‖j‖V � µc̄/4, providedc̄ and c1 have been chosen large enough,C0 small
enough.

Now J(t) = j (t) + at + b, wherea, b ∈ R, so that we may replaceJ with j in
(A.5). Since|J (t)| � |j (t)| + max{|j (0)|, |j (T )|}(T + 2)/T and |J̇ (t)| � |dj (t)/dt| +
(1/T )

∫ T+1
1 |dj (s)/ds|ds, we obtain‖J‖V � 3‖j‖V � µ3c̄/4. We have finally proved

thatΦ mapsD into itself (in fact intoB3c̄µ/4).
Now we must prove thatΦ is a contraction.Φ is differentiable and forz= (v,w) ∈D,

(DΦ(z)[h,g])(t) = (r(t), s(t)), r ands : [−1, T + 1]→ R being defined by:

r̈(t)= a1(t).h(t)+ b1(t)g(t), r(0)= r(T )= 0,

L(s)(t)= a2(t).h(t)+ b2(t)g(t), s(0)= s(T )= 0, (A.11)

where

a1(t)=−µ∂ϕϕf
(
ωt + ϕ+ + v(t),QT (t)+w(t), t + θ+

)
,

b1(t)=−µ∂ϕqf
(
ωt + ϕ+ + v(t),QT (t)+w(t), t + θ+

)
, a2(t)=−b1(t),

b2(t)= cos
(
QT (t)+w(t)

)− cosQT (t)

+µ∂qqf
(
ωt + ϕ+ + v(t),QT (t)+w(t), t + θ+

)
.
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By the same arguments as above(A,B) ∈ V1 × V (whereV1 := C1(I,Rd2
)) defined by:

on

a

n

Ä(t)= a1(t), A(0)=A(T )= 0, B̈(t)= b1(t), B(0)= B(T )= 0

satisfy‖A‖V1 + ‖B‖V � c11c̄µ (‖ ‖V1 being defined in the same way as‖ ‖V ).
Using an integration by parts, we can derive from (A.11) and the bound

‖A‖V1 + ‖B‖V that

∣∣ṙ(t)∣∣� c12c̄
µ

β

[(
1+ c1µT 2

β2 ‖h‖V + ‖g‖W
)
+ T

(‖h‖V
β

+ ‖g‖W
)]

. (A.12)

Therefore, forC0 small enough,|βṙ(t)| � 1/8 max{‖h‖V ,‖g‖W }. We derive also from
(A.12) that

∣∣r(t)∣∣� c13c̄

[
µT

β3
+ c1µ

2T 3

β3
+ µT 2

β2

]
max

{‖h‖V ,‖g‖W
}
,

which yields

β2(1+ c1µT 2)−1∣∣r(t)∣∣� c14c̄

(
µT/β + 1

c1

)
max

{‖h‖V ,‖g‖W
}

� max{‖h‖V ,‖g‖W }
8

,

providedC0 is small enough andc1/c̄ is large enough. Finally,

‖r‖V � max{‖h‖V ,‖g‖W }
4

.

Using the properties ofL and the fact that∣∣a2(t).h(t)+ b2(t)g(t)
∣∣� c15µ

(
1+ c1µT 2)/β2‖h‖V + c15

(|w(t)| +µ
)‖g‖W

we easily derive‖s‖W � max{‖h‖V ,‖g‖W }/4 (again provided thatC0, more pre-
cisely C0c1 is small enough). We have proved that for a good choice ofc̄, c1,C0,
‖DΦ(z)[h,g]‖ � ‖(h, g)‖/2 for z ∈ D. HenceΦ is a contraction. As a result, it has
unique fixed pointzλ in D (which in fact belongs toB3c̄µ/4). This proves existence.

Now there remains to prove thatϕµ,λ(t), qµ,λ(t) areC1 functions of(λ, t). Let (θ+0 , θ−0 )

be fixed withT0 := θ−0 − θ+0 and letΛ= {λ | |θ+ − θ+0 | � 1/4, |θ− − θ−0 | � 1/4}. For
λ ∈ Λ I0 := [−1/2, T0 + 1/2] ⊂ [−1, θ− − θ+ + 1], hence the restrictionsv0

λ andw0
λ of

vλ andwλ to I0 are well defined.
Let V0 × W0 := C1(I0,Rn) × C1(I0,R) be endowed with the norm‖ ‖0 as defined

in (A.6). Define Ψ :Λ → V0 × W0 by Ψ (λ) = z0
λ. We shall justify briefly thatΨ

is differentiable and that‖DΨ ‖ � c16µ. z0
λ is the unique solution inBc̄µ of (A.4)

(with T = θ− − θ+), which is equivalent to(vλ,wλ)= Φ(zλ; θ+, θ−, ϕ+, ϕ−,µ), where
Φ :Bc̄µ × Λ × (0,µ2) → V0 × W0 is smooth. Now, by the previous step,‖DzΦ‖ �
1/2 everywhere, so thatI − DzΦ is invertible. Therefore, by the Implicit Functio
Theorem,Ψ is C1. This proves that(λ, t)  → ϕµ,λ(t) (respectively(λ, t)  → qµ,λ(t)) and
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(λ, t)  → ϕ̇µ,λ(t) (respectively(λ, t)  → q̇µ,λ(t)) have continuous partial derivatives w.r.t.
+ − ial

ma.
it is

ll

t

λ in the set{(λ, t)| − 1/2+ θ < t < 1/2+ θ }, and by the standard theory of different
equations, these partial derivatives have continuous extensions on{(λ, t)| − 1+ θ+ < t <

1+ θ−}. Finally, by (2.1),ϕ̈µ,λ andq̈µ,λ depend continuously on(λ, t). ✷

Appendix B

Proof of Theorem 4.2. In order to prove Theorem 4.2 we need a preliminary lem
Observe thatΛ∗

R is a finite set which is symmetric with respect to the origin. Hence, if
not empty there existsp ∈Λ∗

R such thatp ·Ω = α(Λ,Ω,R).

Lemma B.1.Assume thatΛ∗
R �= ∅ and letp ∈Λ∗

R be such thatp ·Ω = α := α(Λ,Ω,R).
Assume moreover thatα > 0 and defineE := [p]⊥. ThenΛ0 :=Λ∩E is a lattice ofE. In
addition:

(i) α/β|p|� 2/R, whereβ = inf{|q ·Ω | | q ∈ (Λ0)
∗√

3R/2
},

(Λ0)
∗ = {q ∈E | ∀x ∈Λ0 q · x ∈ Z}.

In particular α � 2β .

(ii) α(Λ,Ω,
√

7R/2) � β .

Proof. SinceΛ is a lattice, it is not contained inE. Hencep ·Λ is a nontrivial subgroup
of Z, p ·Λ=mZ for some integerm � 1, which implies thatp/m ∈Λ∗. But p/m ·Ω =
α/m and |p/m| � R, hence by the definition and the positivity ofα, m = 1. As a result
there exists̄x ∈ Λ such thatp · x̄ = 1. ObviouslyΛ0 + Zx̄ ⊆ Λ. On the other hand, a
x ∈ Λ can be written asx = (x · p)x̄ + y, wherey ∈ Λ, y · p = 0, i.e.,y ∈ Λ0. So the
reverse inclusion holds and we may writeΛ=Λ0 + Zx̄. As a consequenceΛ0 is a lattice
of E and

Λ∗ = {r ∈ Rl | r ·Λ0 ⊂ Z andr · x̄ ∈ Z
}= {

q + ap
∣∣ q ∈Λ∗

0, a ∈ Z − q · x̄},
Λ∗

R = {
q + ap

∣∣ q ∈Λ∗
0, a ∈ Z − q · x̄, 0< |q|2 + a2|p|2 � R2}.

If β = +∞ there is nothing more to prove. Ifβ < +∞, let q ∈ (Λ0)
∗√

3R/2
be such tha

q ·Ω = β . Let

S = {
a ∈ R

∣∣ q + ap ∈Λ∗
R

}= {a ∈ R
∣∣ a ∈ Z − q · x̄, |a|� (

R2 − |q|2)1/2
/|p|}.

Since|q|2 � 3R2/4, S ⊇ S′ := (Z − q · x̄) ∩ [−R/2|p|,R/2|p|]. Hence by the definition
of α, for all a ∈ S′, |(q + ap) ·Ω | = |β + aα|� α, i.e.,β/α /∈ (−1− a,1− a).
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As |p| � R, the interval [−R/2|p|,R/2|p|] has length� 1 and must intersect
′ ′ r

e

e for
e

e

as
(Z − q · x̄). ThereforeS �= ∅, more preciselyS = {u,u+ 1, . . . , u+K}, for some intege
K � 0, whereu= inf S′. As a result,

β/α /∈
K⋃

k=0

(−1− u− k,1− u− k)= (−1− u−K,1− u).

Now S′ ∩ [−1/2,1/2] �= ∅, henceu+K � −1/2 and−1− u−K < 0. As a consequenc
β/α � 1− u. Since[−R/2|p|,−R/2|p| + 1] ⊆ [−R/2|p|,R/2|p|] intersectsZ − q · x̄,
u � −R/2|p| + 1. Thereforeβ/α � R/2|p|, which is (i). In particular, since|p| � R,
α � 2β .

Finally there existsa ∈ [−1,0) ∩ (Z − q · x̄); q + ap ∈ Λ∗, and |q + ap|2 = |q|2 +
a2|p|2 � 3R2/4 + R2 = 7R2/4. Henceq + ap ∈ Λ∗√

7R/2
. We have|(q + ap) · Ω | =

|β + aα|� β , because−1� a � 0 andα � 2β . This proves (ii). ✷
Now we turn to the proof of Theorem 4.2. We first prove that the statement is tru

l = 1, with a1 = 1/2. HereΛ= λ0Z for someλ0 > 0, andΛ∗ = (λ0)
−1Z. We can assum

without loss of generality thatΩ > 0. If λ0 < 2δ, then for allx ∈ R, d(x,Λ) < δ. Hence
T (Λ,Ω, δ)= 0.

If λ0 � 2δ, then it is easy to see thatT (Λ,Ω, δ)= (λ0 − 2δ)/Ω � λ0/Ω . On the other
hand, 1/λ0 ∈Λ∗

1/2δ andα(Λ,Ω,1/(2δ))=Ω/λ0. The result follows.
Now we assume that the statement holds true up to dimensionl − 1 (l � 2). We shall

prove it in dimensionl.
Fix R > 0 and defineδR = (4a2

l−1/3+ 4)1/2/R. We claim that:

(a) If Λ∗
R = ∅ thenT (Λ,Ω, δR)= 0.

(b) If Λ∗
R �= ∅, let p ∈ Λ∗

R be such thatp · Ω = α := α(Λ,Ω,R), and defineβ as in
Lemma B.1. Then

T (Λ,Ω, δR) � max
{
α−1, β−1}.

Postponing the proof of (a) and (b), we show how to defineal . In the case (b), by
Lemma B.1(ii),T (Λ,Ω, δR) � α(Λ,Ω,

√
7R/2)−1. This estimate obviously holds in th

case (a) too. Hence for allR > 0,

T
(
Λ,Ω,

(
4a2

l−1/3+ 4
)1/2

/R
)
� α

(
Λ,Ω,

√
7R/2

)−1
.

As a consequence, the statement of Theorem 4.2 holds withal = (
√

7(4a2
l−1/3+4)1/2/2).

There remains to prove (a) and (b). First assume thatΛ∗
R = ∅. Letp ∈Λ∗ \ {0} be such

that for allp′ ∈ Λ∗ \ {0}, |p| � |p′|. Then |p| > R. Let E, Λ0 be defined fromp as in
Lemma B.1.

Arguing by contradiction, we assume that(Λ0)
∗√

3R/2
�= ∅. By the same arguments

previously there existq ∈ (Λ0)
∗√

3R/2
anda ∈ [−1/2,1/2] such thatq + ap ∈Λ∗. But
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|q + ap|2 = |q|2 + a2|p|2 � (3/4)R2 + |p|2/4< |p|2

f

ems,

sion
orous
and this contradicts the definition ofp. Hence (Λ0)
∗√

3R/2
= ∅ and by the iterative

hypothesis, all points ofE lies at a distance fromΛ0 less than 2al−1/
√

3R.
From the proof of Lemma B.1, there existsx̄ ∈Λ such thatp · x̄ = 1 andΛ=Λ0+Zx̄.

Therefore for allx ∈ Rl , there isx ′ ∈ x + Λ such that|x ′ · p| � 1/2. This implies that
d(x ′,E) � 1/(2|p|) � 1/(2R) and hence thatd(x ′,Λ0) � (4a2

l−1/3+ 1/4)1/2/R � δR.
Hence the distance from any point ofRl to Λ is not greater thanδR. This completes the
proof of (a).

Next assume thatΛ∗
R �= ∅ and letp be as in Lemma B.1. Defineα andβ in the same

way as in Lemma B.1. Letx ∈ Rl . AgainΛ=Λ0+Zx̄ for somex̄ ∈Λ such thatp · x̄ = 1,
hence there existsx ′ ∈ x +Λ such thatp · x ′ ∈ [0,1). We have:

x ′ = y + w

|p|2p, Ω =U + α

|p|2p,

with y,U ∈ E = [p]⊥, w = p · x ′ ∈ [0,1). We shall assume thatα > 0 (if α = 0, there is
nothing to prove). Let̄t =w/α, and consider the time interval defined by

J = [0,1/β] if t̄ < 1/β, J = [t̄ − 1/β, t̄
]

if t̄ � 1/β.

J ⊂ [0,max{1/β,1/α}], and it is enough to prove that there existst ∈ J such that
d(x ′, tΩ + Λ0) � δR. The length ofJ is not less than 1/β . Hence by the iterative
hypothesis, there existst ∈ J such thatd(y, tU + Λ0) � 2al−1/(

√
3R) (notice that for

all q ∈Λ∗
0, q ·U = q ·Ω , so that the linear flow(tU) creates a 2al−1/(

√
3R)-net ofE/Λ0

in timeβ−1). We have:

d(x ′, tΩ +Λ0)
2 =

(
(t − t̄ )α

|p|
)2

+ d(y, tU +Λ0)
2 �

(
α

β|p|
)2

+ 4a2
l−1

3R2 .

Hence, by Lemma B.1(i),d(x ′, tΩ+Λ0) � (4a2
l−1/3+4)1/2/R. This completes the proo

of (b). ✷

Note added in proof

After this paper was accepted we learned of the preprints:

D. Treshev, Evolution of slow variables in a priori unstable Hamiltonian syst
Preprint.
A. Delshams, R. de la Llave, T.M. Seara, A geometric mechanism for diffu
in Hamiltonian systems overcoming the large gap problem: heuristics and rig
verification on a model, Preprint.
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